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/‘ 600

602 Display, via the dispiay generation component, an augmented reality
environment

604 Displaving the augmentsd realily suvironment includes concurrently
displaying:

a representation of at least a portion of a fisld of view of the one or more
cameras that includes & respective physical object, whersin the representation
is updated as contenis of the field of view of the one or more cameras change;
and

a respective virtual user interface ohiject af a respective focation in the
representation of the fisld of view of the one or more cameras, wherein the
respective virtual user interface objsct has a location that is determined based
on the respective physical object in the field of view of the one or more
cameras

806 While displaving the augmented reality environment, detect an input at a
focation that corresponds (o the respeclive virlual user interface object

608 While continuing to detect the input

detect movement of the input relative to the respective physical object in the field
of view of the one or more cameras,; and

in responsea o detecting the movement of the input relative 1o the respective
physical object in the field of view of the one or more cameras, adijust an
appearance of the respective virtual user interface object in accordance with a
magnitude of movement of the input relative 1o the respeclive physical object

'm Adjusting the appearance of the respective virdual user interface object in
accordance with the magnitude of movement of the input relative to the respective
physical object includes:

' in accordance with a delermination that the magnitude of movement of the input

refative to the respective physical obiect is g first magnitude, adjusting the

appearance of the respective virtual user interface object by a first adjustment; and

i accordance with a determination that the magnitude of movement of the input
refative o the respective physical object is g second magnitude distinct from the
lﬁrst magnitude, adjusting the appearance of the respective virtual user interface

'L?bject by a second adjustment distinct from the first adjustment

Figure 6A
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| 612 The respective virtual user interface object is anchored, before and after the |
' adjusting, to the respective physical object in the field of view of the one or more |
| !

cameras

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 1
'_@3:4; The appearance of the respective virtual user inlerface object is adjusted in

!
response o detecting the movement of the input relative 1o the respective physical |
object in the field of view of the one or more cameras without regard to whether the |
movement of the input is due to: |
movement of the input on the input device, |
movement of the one or more cameras relalive to the respective physical object, |
or |
a combination of the movement of the input on the input device and the I
movement of the one or more cameras relative 1o the respective physical object |

respective physical object and

!
| I
l . . . |
| movement of the field of view of the one or more cameras relative (o the I
|
: movement of the input on the input device |

'w The movement of the input relative 1o the respective physical obiect is based |
on movement of the input on the input device, and the method includes: !
after adjusting the appearance of the respective virtual user inferface objectin |
accordance with the magnitude of movement of the input relative (o the respective |
' physical object: |
detecting movement of the figld of view of the one or more cameras relative |

lo the respeclive physical object; and |
in response to detecting the movement of the field of view of the one or more |

| cameras refative to the respective physical object, continuing to adjust the |
appearance of the respective virtual user interface object in accordance with a |
‘ magnitude of movement of the field of view of the one or more cameras relalive to |
Lihe respective physical object |

Figure 6B
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820 The movement of the input relative to the respeclive physical object is based |
on movement of the field of view of the one or more cameras relative to the |
respective physical object, and the method includes: i
after adjusting the appearance of the respective virtual user interface objectin |
accordance with the magnitude of movemaent of the input relative 1o the respective |
physical obisct: i
|

|

{

|

detecting movement of the input on the input device; and

inn response o detecting the movement of the input on the input device,
continuing {o adjust the appearance of the respective virtual user interface object in
accordance with a magnitude of movement of the input on the input device

822 Detecting the input at the location that corresponds o the respective virfual ]
user interface object includes detecting the input at a first contact point on the {
respective virtual user interface object; and ]

the computer system updates the display of the respective virtual user interface |
obiect so as to maintain display of the first contact point on the respective virtual i
user interface object at a location that corresponds 1o a location of the input ]

mn  ammm Amn  mnn Ammm AAmm  Ame  MAme  AmAe  MmAR AT AMAR  AARR  taAmR  ARA  ARAR AR AMAA  ARAm AR SaAar MM MAme W Amm  Aman  tamas  Samm aame  tane  amam aned

24 Movement of the input relative 0 the respective physical object includes
movemeant of the compuier system; and |
movement of the computer system is derived from image analysis that indicates |
one or more reference points within the field of view of the one or more cameras i
have changed between successive images caplured by the one or more cameras |

; 28 Adjusting the appearance of the respective virtual user interface object includes |
| moving at least a portion of the respective virtual user interface object, wherein |
| movement of the respective virtual user interface object is based on a physical |
’ shape of the respective physical object |

mnn  mmm mmmn e mmm Amme A e Amme  Mmen e AR AR e A AR AR SR Amem R wmee  ARRe e e A mee e Aeme  Aeme teeme e mmed

’ 628 Adjusting the appearance of the respective virtual user interface object includes |
| moving at least a portion of the respective virlual user interface object, wherein

maoverment of the respective virtuat user interface object is based on concurrent |
| movement of one or mors touch inputs and movement of the computer system |

- - —— ——— h—— — - - A" A Ve A A W AN AN e A e WA WA AN e e A e e A aeee e e )

Figure 6C
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~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -
'fm Adjusting the appearance of the respective virtual user interface object includes |

moving at least a portion of the respective virtual user interface object beyond a |
maximum limit of a resting state of the respective virtual user interface object, and |
the method includes: |

while continuing o delect the input, displaying the respective virfual user |
interface object at a location beyond the maximum limit of the resting state of the |
respective virfual user interface object, in accordance with the magnitude of |
movement of the input relative 1o the respective physical object; |

ceasing fo detect the input; and |

in response {0 ceasing o detect the inpud, displaying the respective virtual user |
interface object at a iocation corresponding 1o the maximum limit of the resting state |
L?f the respective virtual user interface object I

l 32 The displayed augmented reality environment includes: |
! one or more virtual objects that do not correspond to physical objects in the fisld |
lof view of the one or more cameras,; |
' one or more physical objects that are in the field of view of the one or muore |
; cameras,; and |
’ one or more 30 virtual models of the one or more physical objects that are in the |
'ﬁe%d of view of the one or more cameras that replace at least a portion of the I
lcorresponding ong of more physical objscls |

| 834 The respective physical abiect is a 3D marker that is recognizable from |
| different angles and the respective virtual user interface object is a 3D virtual model |
| that is overlaid on the respective physical object based on a camera angle of the |
| one of More cameras I

Figure 6D
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f\ 700

702 Display, via the display generation component, an augmented reality
snvironment

704 Displaying the augmented reality environment includes concurrently
displaying:

a representation of at least a portion of a field of view of the one or more
cameras that includes a respective physical object, wherein the representation
is updated as contents of the field of view of the one or more cameras change;
and

a respective virtual user interface object at a respective focation in the
representation of the field of view of the one or more cameras, wherein the
respective virtual user interface object has a location that is determined based
on the respective physicat object in the field of view of the one or more
cameras

708 While displaying the augmented reslity environment, delect an input that
changes a virtual environment ssiting for the augmented reality environment

'

708 In response o detecting the input that changes the virtual environment setting:
adiust an appearance of the respective virtual user interface object in
accordance with the change made o the virtual environment setting for the
augmented reality environment; and
apply a filter {o at least a portion of the representation of the field of view of the
one or more cameras, wherein the filter is sslecled based on the change made o
the virtual environment setting

710 Applying the filter {0 at least a portion of the representation of the field of view |
of the one or more cameras causes an appearance adjustment of the augmented
realily environment that is in addition 10 the appearance adjusiment of the
respective virtual user interface object

e Ammn ams ammm mman Ammm mame  WAme  Amam  AAn  Sane ARAR  wmanr  AeAe e Amen mame  Mame ARmR e AmAn  tamas ARmm Ame  AaAm  Aman e menn  Weee  Amen maen  aaed
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712 The virtual environment setting is changed {0 a night mode; and

applving the filter {o at least a portion of the representation of the field of view of

the one or more cameras includes; i

decreasing brighiness of an image caplured by the one or more cameras; |
!
|

applying a color filter 1o the image captured by the one or more cameras

1
714 The input that changes the virtual environment setling is a swipe input that |
| navigates through time in the augmented reality environment i

o e e e e G e e M W e e M M e A e e M e A e e e e aned

|

111_8_ Detecting the input that changes the virfual environment setting includes !
detecting a rmovement of the input {o change the virtual environment setling; |
’ adjusting the appearance of the respeciive virlual user inferface object in |
l accordance with the change made to the virtual environment setting for the |
! augmentad reality snvironment includes gradually adjusting the appearance of the |
’ respective virtual user interface object in accordance with the movement of the !
! input to change the virtual environment setting; and |
i applying the filter 1o at least a portion of the representation of the field of view of |
! the one or more cameras includes gradually applying the filter in accordance with |

!

‘the movement of the input 10 change the virtual environment setting

b e e e e -

V-
| 718 The respective virtual user interface object casts a shadow on the respective |

| physical object in the augmented reality environment I

—— o —— A v . Ve Ay e e e e A e e e e e e e e e e beee e e v e e A

! 122 Movement of the respective physical object causes one or more changes in the |
| @ppearance of the respective virtual user interface object in the augmented reality |
| environment |

| 724 Movement of the computer system causes one or more changes in a visual |
‘ effect that is applied to the representation of at least a portion of the field of view of
| the one or more cameras and the appearance of the respective virfual user |
! interface object i
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Figure 7B



Patent Application Publication  Feb. 28,2019 Sheet 192 of 217 US 2019/0065027 A1

i;{z@ Applying the filter to at least a portion of the representation of the field of view |
of the one ar more cameras includes: |
applying the filter to an image captured by the one or more cameras before the |

| image is ransmitied o the display generation component i

_______________________________ 1
i 728 The input that changes the virtual environment setting is an input that switches |

; between different virtual environments for the virtual user interface object, wherein |
| different virtual environments are associated with different interactions for exploring |
| the virtual user interface object i

730 In accordance with a determination that a first virtual environment setling is i
selected, display a first set of virtual objects in the augmented reality environment; |
and |

in accordance with a determination that a second virual environment settingis |
selected, display a second set of virtual objects, distinct from the first set of virtual |
objects, in the augmented reality environment ]

Figure 7C
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v/\ 800

802 Display, via the display generation component, an augmented realily
environment

804 Displaying the augmented reality environment includes concurrently
displaying:

a representation of at least a portion of a field of view of the one or more
cameras thal includes a respective physical object, wherein the representation
is updated as contenis of the field of view of the one or more cameras change;
and

a first virtual user interface objsct in a virtual modsl that is displayed at a
respective location in the representation of the field of view of the one or more
cameras, wherein the first virtual user interface object has a location that is
determined based on the respective physical object in the field of view of the
ONe OF Mote Cameras

806 While displaying the augmented reality snvironment, detect a first input that
corresponds 1o selection of the first virtual user inferface object

'

808 In response o detecting the first input that corresponds {o selection of the first
virtual user interface object:

display a simulated field of view of the virtual model from a perspective of the
first virtual user interface object in the virtual modal

.
' 810 In response o detecting the first input that corresponds to selection of the first |
ual user interface object, cease to display the represeniation of the field of view |

of the one or more cameras I

mrmn e mn  mmme. Ammm wAns  ARAm ns  mmnes SRR weRe  ARAR e AmRn SARe  ARme AR AR Amen SRme  ARmm e Amm e mmm ene e mean e e e meed

<.
ol

' 812 In response o detecting movement of at least a portion of the computer system |

that changes the field of view of the one or more cameras while displaying the |
| augmented reality environment, update the representation of the field of view of the |
| one oF MOre cameras I
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814 Yhile displaying the augmented reality environment, in response (o detecting |
movement of at least a portion of the computer system that changes a perspective |
of the contents of the field of view of the one or more cameras, updale the {
representation of the fleld of view of the one or more cameras and the virtual modet |
in accordance with the changes in the perspective of the contents of the field of |
view i
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\
: 8186 in response to detecting the first input that corresponds 1o selection of the first |
| virtual user interface object, display an animated transition from the augmented
| reality environment to the simulated field of view of the virtual model from the 4
t perspective of the first virtual user interface object in the virtual mode! i

I 818 While displaying the simulated field of view of the virtual model from the

I perspective of the first virtual user interface object in the virtual model, detect a

I second input that corresponds 1o a request to display the augmented reatity
Fenvironment; and

I inresponse fo the second input that correspeonds to the request to display the
{ augmented reality environment:

] display an animated fransition from the simulated field of view of the virtual
I model to the augmented reality environment; and

! display the augmented realily environment

!

|

|

|

|

!

!

!

t |
820 Displaying the augmented reglity environment in response to the second ) i
|

!

!

!

!

!

|

|

|

|

i ! input comprises displaying the augmented realily environment in accordance :
| ' with the field of view of the one or mare cameras subsequent to detecting the ,
{ : second input |
b e e e o e e o —  —  — — — — — — — — — — —

P ‘ 842 The field of view of the one or more cameras subsequent (o ] ;
f : | detecting the second input is different from the field of view of the one or |
f [ more cameras when the first input was detected by
|
|
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| 826 While displaying the simulated field of view of the virtual model from the |
| perspective of the first virtual user interface object in the virtual model, the first
| virtual user interface object moves in the virtual mode! in response to one or more |
| inputs from a user of the computer system |

828 While displaying the simulated field of view, detect movement of atleasta |
' portion of the computer system, and, in response 1o detecling the movement of the |
| computer system, change the simulated field of view of the virtual model from the |
| perspective of the first virtual user interface object in accordance with the
| movement of the computer system.

_______________________________ 1
'@ While displaying the simulated field of view of the virtual modeal from the |

perspective of the first virlual user interface object in the virtual model, detect g third |
input that corresponds {o selection of a second virtual user interface objectinthe |
virtual model; and |
in response {0 detecting the third input thatl corresponds 1o selection of the I
'second virtuat user interface object: |
: display a second simulated field of view of the virtual model from a I
|

|

perspective of the second virtual user interface object in the virtual model

832 While displaying the simulated field of view of the virtual mode! from the
| perspective of the first virtual user interface object in the virtual model, delect a
fourth input that corresponds 10 a selection of a location in the virtual model other
than a virtual user interface object for which an associated simulated field of view
can be displayed; and,
in response o delecting the fourth input:

redisplay the augmented reality environmeant

Figure 8C



Patent Application Publication  Feb. 28,2019 Sheet 196 of 217 US 2019/0065027 A1

./\ 900

202 Display, via the display generation component, a first virtual user inlerface
ohject in a virtual three-dimensional space

!

804 While displaying the first virtual user interface obiject in the virtual three-
dimensional space, detect, via the input device, a first input that includes selection
of a respective portion of the first virfual user interface object and movement of the

first input inn two dimensions

'

906 In response o detecting the first input thal includes movement of the first input
in two dimensions:

in gecordance with a delermination that the respective portion of the first virtual
user interface object is g first portion of the first virtual user interface object, adjust
an appearance of the first virtual user interface object in a first direction determined
based on the movement of the first input In two dimensions and the first portion of
the first virtual user interface object that was seleclad, whersin the adjustment of
the first virtual user interface object iy the first direction is consirained to movement
in a first set of two dimensions of the virtual three~-dimensional space; and,

in accordance with a determination that the respective portion of the first virtual
usar interface object is a second portion of the first virtual user interface object that
is distinct from the first portion of the first virtual user interface object, adjust the
appearance of the first virtual user interface object in a second direction that is
different from the first direction, whersin the second direction is delermined based
on the movement of the first input i two dimensions and the second portion of the
first virtual user interface object that was seleclted, wherein the adjustment of the
first virtual user interface object in the second direction is constrained {0 movement
in a second set of two dimensions of the virtual three-dimensional space that is
different from the first set of two dimensions of the virtual three-dimensional space.

Figure 9A
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.
8908 The first portion is a first side of the first virtual user interface object; and the |
| second portion is a second side of the first virtual user interface object, and the first |
| side is not parallel to the second side I

1 810 Adjusting the appearance of the first virtual user interface object includes |
| adjusting the appearance of the first virtual user interface object such that: |
' a position of the first virtual user interface object is focked to a plane that is |
| parailel to the selected respective portion of the virtual user interface object; and |
I the two-dimensional movement of the first input corresponds to two dimensional |
Imovement of the first virtual user inferface object on the plane that is parallel to the |
:setected respective portion of the virtual user interface object |
| 912 Adjusting the appearance of the firs{ virtual user interface object includes k :
displaying a plane-of-movement indicalor that includes a visual indication of [l

the plane that is parallel to the selected respective portion of the virtual user |
interface objact |

|

|

|

!

!

!

that extend from the first virtual user interface object along the plane that |
| is parallel to the selected respective portion of the virtual user interface |

|
|
!
214 The plane-of-movement indicator includes one or more projections | |
!
; |
| object Pl

|
l
L
L
I
:;l --------------------------- !
L
L
L
L
|
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1 216 In response {o detecting the first input that includes movement of the first input, |
{ determine whether the first input meets size adjustment criteria; I
i  in accordance with a determinagtion that the first input meets the size adjustiment |
{ criteria, adijust the appearance of the first virtual user interface object such that: I
{ a position of the first virtual user interface object is locked o an anchor point |
{in the virtual three-dimensional space; and |
i a size of the first virtual object is adjusied along an axis that is perpendicular |
{{o the selected respective portion of the first virtual user interface object |
 m— e e - - I
! ! 918 The anchor point is located on a portion of the first virtual user interface } !
i | object that is opposite to the selected respective portion of the first virtual user | |
{ l interface object |

922 Adjusting the appearance of the first virtual user interface object includes
displaying an axis-of-rmnovement indicator, wherein the axis-of-movement
indicator includes a visual indication of an axis that is perpendicular (o the

selacted respective portion of the first virtual user interface object

824 The axis-of-movement indicator includes one or more projections |
parallel io the axis that is perpendicular to the respective portion of the |
first virtual user interface object, wherein the one or more projections |

extend from the first virtual user interface object |

L T T S T S

_______________________________ 1
’g;z__@ The compuler system includes one or more {actile oulput generators for i
’generatiﬂg {actile outputs, and the method includes: I
! while adjusting an appearance of the first virtual user interface objectina |
; raspective direction, determining that the movement of the first input causes a |
! respective portion of the first virtual user interface object to collide with a virtual !
element that exists in the virtual three-dimensional space; and, i
’ in accordance with the determination that the movement of the first input causss |
the respective portion of the first virtual user interface object to collide with the I
’vir&uai element, generating, with the ons or more iactile oulput generalors, a tactils |

I

oulput
{© p

Figure 8C
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' 828 While displaying the virtual three-dimensional space, detect, via the input {
' device, a second input that is direcled to a first location in the virtual three- ]
| dimensional space; i
in response to detecting the second input, in accordance with a determination |
lthat the second input has a first input type, display, at the first iocation in the virttual |
lthree-dimensional spacs, an insertion cursor; {
while the insertion cursor is displayed at the first location, detect, via the input |}
'device, & third input; and, {
in response to detecling the third inpul: i

in accordance with a determination that the third input has the first input ype |

Land is directed to the first location that corresponds 1o the displayed insertion i
cursor, insert a second virtual user interface object at the first location; and, ]
in accordance with a determination that the third input has the first input type |

Land is directed to a second Iocation that does not correspond to the displayed i
Li_nsertion cursor, display the insertion cursor at the second location |

' 8930 While displaying the virtual three-dimensional space, delect, via the input
device, a fourth input that is directed to a third location in the virtual three-
dimensional space;

in response to detecting the fourth input that is directed {o the third location in
the virtual three-dimensional space, in accordance with a determination that the
fourth input has the first input type, display an insertion cursor at the third location;

while the insertion cursor is displayed at the third localion, detect, via the input
device, a fifth input at a location that corresponds 1o a new object control that, when |
activated, causes insertion of a new virtual user interface object at the third location; §
and, {

in response to detecting the fifth inpul, insert the new virtual user inlerface ohiject |
ft the third focation i
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932 Detact, via the input device, a gesture that corresponds fo an interaction with 4
the virtual three-dimensional space; and, i

in response to detecting the gesture that corresponds to the interaction with the |
virtual three~-dimensional space, perform an operation in the virtual three- i
dimensional space that corresponds {o the gesture {

Figure 8D
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1834 The computer system includes one or more cameras, and
I the displayed virtual three-dimensional space includes:

one or more physical objects that are in a field of view of the one or more
| cameras; and
I one or more virtual three-dimensional models of the one or more physical
| objects that are in the field of view of the one or more cameras.

:ﬁa The appearance of the first virtual user interface object is adjusted in I
| response to detecting the movement of the first input relative to a respective |
| physical object in the field of view of the one or more cameras without regard |
o whether the movement of the first input is due to: |
movement of the first input on the input device, |
movement of the one or more cameras relative to the respective physical |
object, or |
a combination of the movement of the first input on the input device and the |
movement of the one or more cameras relative o the respective physical |
I

|
|
|
|
|
|
|
|
]
: object

Figure 9E
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’/“ 1000

1002 Display in a first viewing mode, via the display generation component, a
simutated environment that is oriented relative to a physical environment of the
computer system, wherein displaying the simuiated environment in the first viewing
mode includes displaying a first virtuat user interface object in a virtual model that is
displayed at a firsi respective location in the simulated environment that is
associated with the physical environment of the computer system

'

1004 While displaying the simulated environment, detect, via the one or more
gtiitude sensors, a first changs in attifude of at least a portion of the computer
systam relative o the physical environment

!

1608 in response o detecting the first changs in the altifude of the portion of the
computer system, change an appearance of the first virtual user interface object in
the virtual model 50 as to maintain a fixed spatial relationship between the first
virtual user inferface object and the physical environment

!

1008 After changing the appearance of the first virtual user inferface object based
on the first changs in afitude of the portion of the computer system, detect, via the
input device, a first gesture that corresponds (o an interaction with the simulated
environment

'

1010 In response {0 detecting the first gesture that corresponds 1o the interaction
with the simulated environment, performing an operation in the simulated
environment that corresponds to the first gesture

'

1012 Alter performing the operation that corresponds o the first gesture, detect, via
the one or more atfitude sensors, a second change in attitude of the portion of the
computer syster relative to the physical environment

Figure 10A
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1014 in response fo detecting the second change in the attitude of the portion of the
computer system:

in accordance with a determination that the first gesture met mode change
criteria, wherein the mode change criteria include a reguirement that the first
gesture carresponds ¢ an input that changes a spatial parameter of the simulated
environment relative {o the physical envirpnment, transition from displaying the
simulated environment, including the virtual model, in the first viewing mode o
displaying the simulated environment, including the virtual model, in g second
viewing mode, wherein displaying the virtusl modetl in the simulated environment in
the second viewing mode includes forgoing changing the appearance of the first
virtual user inferface object {o mainiain the fixed spalial relationship between the
first virtual user interface object and the physical environment; and

it accordance with a determination that the first gesture did not meet the mode
change criteria, continue {0 display the first virtual mods! in the simulated
environment in the first viewing mode, wherein displaying the virtual model in the
first viewing mode includes changing an appearance of the first virtual user
intarface obiect in the virtual model in response 1o the second change in attitude of
the portion of the computer system relative 1o the physicat environment, so as to
maintain the fixed spalial relationship between the first virtual user interface object
and the physical environment

_______________________________ 1
: 10186 The computing system includes one or more cameras; and

|

displaying the simulated environment in the first viewing mode includes |
| displaying a representation of at teast a portion of a field of view of the one or more |
| cameras, wherein the field of view of the one or more camerss includes a |
| representation of a physical object in the physical environment I
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: 10318 Delecling the first gesture that corresponds 1o the interaction with the I
| simutated environment includes: |
detecting a plurality of contacts with a touch-sensitive surface of the input I

| device; and, |
while the plurality of contacts with the touch-sensitive surface are detected, |
'detecting movement of a first contact of the plurality of contacts relative to |
|

|

!

|

I

movement of a second contact of the plurality of contasts; and

performing the operation in the simulated environment that corresponds o the
irst gesture includes altering a size of the first virtual user interface object by an
amount that corresponds 1o the movament of the first contact relative 0 the
tnovement of the second contact

Figure 10B



Patent Application Publication  Feb. 28,2019 Sheet 203 of 217 US 2019/0065027 A1

1020 While displaying the first virtual user interface object in the simulated
environment in the second viewing mode:

detedt, via the input device, a second gesture that corresponds o an interaction
with the simulated environment, wherein the second gesture includes input for
altering a perspeclive of the simulated environment; and,

in response 1o detecting the second gesture that corresponds {o the interaction
with the simulated environment, update a displayed perspeciive of the simulated
environment in accordance with the input for altering the perspective of the
simulated environment

S -

1022 While displaving the simulated environment in the second viewing mode; |
detect, via the input device, an insertion input for inserting a second virtual user |
interface object af a second respective location in the simulated environment; and, |
in response to detecting the insertion input for inserting the second virtual user |
|

|

|

|

interface obiect, display, at the second respective location in the simulated
environment, the second virtual user inferface object while maintaining the fixed
spatial relationship between the first virtual user interface object and the physical
gnvironment

’ 1024 While displaying the simulated environment in the second viewing mode: I

detect, via the input device, a movement input that includes selection of a |
respective side of g respective virtual user interface object of the virtual model and |
movement of the input in two dimensions; and, |

in response o delecting the movement, move the respective virtual user |
interface object within a plane that is paraliel {o the selected respective side of the |
respective virtual user inferface object in a first direction determined basad on the |
movement of the second input while maintaining the fixed spatial relationship |
! bebween the first virtual user interface object and the physical environment |

b e

Figure 10C



Patent Application Publication  Feb. 28,2019 Sheet 204 of 217 US 2019/0065027 A1

102¢ While transitioning from displaying the simulaled environment in the first
viewing mode to displaying the simulated environment in the second viewing mods,
disptay a transition animation 1o provide a visual indication of the transition

| 1
' 1028 Displaying the transition animation includes gradually ceasing to display |
' at least one visual element that is displayed in the first viewing mode and is
, not displayed in the second viewing mode I

l 1030 Displaying the transition animation includes gradually displaying at least |

!
I |
| one visual elament of the second viewing mode that is not displayed in the first|
| viewing maode 1

| 1032 in response 1o delecting the first gesiure that corresponds to the interaction -;
with the simulated environment, aller a perspective with which the virtual model in
the simulated environment is displayed in accordance with the change to the spatial
parametar by the input that corresponds to the first gesture

|
|
{
| 1034 After detecting an end of the first gesture, continue o aller a perspeclive | |
' with which the virtual mode! in the simulated environment is displayedto |
I indicate the transitioning from displaying the simulated environment in the first | 4
l vigwing mode 1o displaying the simulated environmant in the second viewing | |
| i

mode |
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1036 While displaying the simulated environment in the second viewing mode,

{ detect, via the input device, a third gesture that corresponds to an input for

j transitioning from the second viewing maode to the first viewing mode; and

| inresponse o detecting the third gesture, transition from displaying the

j simulated environment in the second viewing made to displaying the simulated

j environment in the first viewing mode

oy e e n

| 1038 The input device includes a touch~-sensitive surface; i

detecting the third gesture that corresponds 1o the input for transitioning |

'from the second viewing mode (o the first viewing mode includes: i

detecting the plurality of contacts with the touch-sensitive surface of the |

| input device; and, |

' while the pluralily of contacts with the fouch-sensitive surface are |

detected, detecting movement of the first contact of the plurality of confacts |

refative to movement of the second contact of the plurality of contacts; and |
transitioning from displaying the simulated environment in the second |

viewing mode o displaying the simulated environment in the first viewing i

mode includes altering a size of the virtual model in the simulated environment |

to return to a size of the virtual model prior to the transition from the first i

L\_/iewing maode 1o the second viewing mode i

[PUCSRVOUUEE UV U FUEG VU PUCORS PUUSUUUUE FOUUGUUUUS PV OUUUN IOUUL UM FUUUUS SUCTGOUGIS IOUOHS FOUUU FOUUAS U PUCOR UUUUI IOUU SO IO OSSO

fpi oo e 1
1040 The third gesture includes an input at a position on the input device that

| \ "
| corresponds to a control that, when activated, causes the transition from the |
| second viewing mode to the first viewing mode i
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I 1042 In response 1o detecting the third gesture, transition the position of the |
| first virtual user interface object from a current position relative to the physical |
' environment {o a prior position refative to the physical environment so asto |
i {
i !

return to the fixed spatial relationship between the first virfual user interface
object and the physical environment

wammr  mmmm wwmme  ammm  memn  Smem mmem  mmen  mmme  dwmme  AmAw At ammm mme  Semmr memn waent  wmen  Gwmee  Anme  dmeme  Amew  mee  Smem mmme  Semme  mmen swmee  amme et

' 1044 After detecting an end of the third gesture, continue lo aller a {
| perspective with which the virlual model in the simulated environmentis
| displayed o indicale the fransitioning from displaying the simulated i
| environrent in the second viewing mode to displaying the simulated i
| gnviranment in the first viewing mods |

Figure 10E
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’/“ 1100

1402 Display, via the first display generation component of the first computer
system, a simulated environment that is oriented relative 1o a first physical
environment of the first computer system

1104 Displaying the simulated environmeni includes concurrently displaying:

a first virtual user interface object in g virtual model that is displayed al a
respactive ipcation in the simulated environment that is associated with the
first physical environment of the first computer system; and

a visual indication of a viewing perspective of a second computer system of
the simulated environment, wherein the second computer system is a
computer system having a second display generation component, one or more
second attitude sensors, and a second input device that is displaying, via the
second display generation component of the second computer system, a view
of the simulated environment that is oriented relative 10 a second physical
environment of the second computer system

v

1166 While displaying the simulated snvironment via the first display generation
component of the first computer system, detect a change in the viewing perspective
of the second computer system of the simulated environment hased on a change in

the attitude of a portion of the second computer system relative to the second
physical environmaent of the second computer sysiem

v

1108 in response 1o detecting the changs in the viewing perspective of the second

computer system of the simulated environment based on the change in the attitude

of the partion of the second computer system relative to the physical environment of
the second computer system, update the visual indication of the viewing

parspective of the second computer sysiem of the simulated environment displayed
vig the first display generation component of the first computer system in

accordance with the change in the viewing perspective of the second computer
systern of the simulated environment

t 1140 The visual indication of the viewing perspeclive of the second computer

’ system includes a representation of the second computer systern that is displayed |
bata position in the simutated environment that corresponds to the second computer
: sysiem
i
f

!
. . l
1442 The representation of the second computer system includes an Py
identffication indicator that corresponds to the second computer system Pl

Figure 11A
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| 1114 The visual indication of the viewing perspective of the second computer
| system includes an indicator that emanates from a position in the simulated i
| environment that corresponds 1o the second computer system to indicata a line of )
| sight of the second computer sysiem ]
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1116 Bisplaying the simulated environment includes:
| inaccordance with a determination that the second computer system in the
| simulated environment is inleracting with the first virtual user interface object,
| displaying, via the first display generation component of the first computer system,
| an interaction indicator that is visually associated with the first virtual user interface
| object
! ! 1118 Displaying the simulated environment includes: w
in accordance with a determination that the interaction of the second
computer system with the first virtual user interface object includes an object
manipulation input, changing an appearance of the first virtual user interface
abject in accordance with the object manipulation input
: 1120 Changing the appearance of the first virtual user interface object in
| accordance with the object manipulation input includes displaying {
movement of the interaction indicator that is visually associated with the
first virtual user interface object, and {
the movement of the interaction indicator corresponds fo the object
| manipulation input |

1122 The interaction indicator includes a visual indication of a connection
' between a position that corresponds 1o the second compuler system in the
| simutated environment and the first virtual user interface object {

Figure 11B
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§ 111€ Displaying the simulatad environment includes:

| in accordance with a determination that the second computer system in the

| simulated environment is interacting with the first virtual user interface object,

| displaying, via the first display generation component of the first computer system,
| an interaction indicator that is visually associated with the first virtual user interface
j object

| 1126 Displaying the simulated environment includes: |
3 detecting, via the first computar system, a first physical reference object |
!
|

|

in the first physical environment; and i
displaying, in the simulated environment displayed via the first display
| generation compeonent of the first computer system, the first virtual user
linterface object at a position relative to the first physical reference object; and,
| the method includes, in response to detecting the change in the viewing
| perspective of the second computer system, updating the position of the
linteraction indicator relative to the first physical reference object

| 11128 The second physical environment of the second computer system i
s distinct from the first physical environment of the first computer i
b system; !
! | the second computer system detects a second physical reference |
| object in the second physical environment; and i
: in the simulated environment displayed via the second dispiay |
| i
‘ |
| :

gensration component of the second computer system, the first virfual
user bterface object is displayed at 3 location relative to the second
physical reference object that corresponds to the location of the first

| virtual user interface object relative {o the first physical reference object

wwwwwwwwwwwwwwwwwwwwwwwwwwwwwww 1
. 1130 The first physical environment of the first computer system includes at least a |

| portion of the second physical environment of the second computer system; and |
the second computer system is visible in the simulated environment displayed |
| via the first display generalion component |

1132 Detect, by the first input device, a remote device perspective input; and |
in rasponse {o detecting the remote device perspective input, replace display of |
the simulated environment that is oriented refative to the first physical environment |
|

|

|

of the first computer system with display of the simulated environment that is
oriented relative to the second physical snvivonment of the second computer
sysiem

Figure 11C
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'/‘\ 1200

1202 Display, via a display generation component, a simulated environment

'

1204 While displaying the simulated environment, detect, via an input device, a first
input that is directed 10 a respective location in the simulated environment

,

1206 In response {o datecting the first input that is directed to the respective
location in the simudated environment:

in accordance with a determination that the first inpul was of a first input type
and that the first input was detected at a first location in the simulated environmant
other than a current location of an insertion cursor in'the simulated environment,
disptay the insertion cursor at the first focation; and,

in accordance with a determination that the first input was of the first input
type and that the first input was detected at a second location in the simulated
environmeani that corresponds to the current location of the insertion cursor, insert &
first object at the second location and moving the insertion cursor {0 a third location
that is on the first object

i 1208 Repeatedly perform the method over a plurality of successive iterations, i
whersin: i
i in a first fteration of the successive iterations, the first input is of the first type |
! and is detected at the first location in the simulated environment, and in response |
ithe insertion cursor is displayed ai the first location; and, ]
! in a second iteration of the successive iterations, the first input is of the first
itype and is detectad at the second location in the simulated environment that i
’ corresponds to the current location of the insertion peoints, and in response the first |
i obiect is inserted at the second iocation and the insertion cursor is moved to the i
|

’ third focation that is on the first object

b e e e e e

. ; ! . . . 1
11210 The first objsct has a plurality of non-adjacent sides, which are not adjacent io |
the second location that corresponds to the current location of the insertion cursor,
and the third location on the firs! object is on a respective non-adjacent side of the |
plurality of non-adjacent sides that are not adjacent 1o the second location |

mnnn  ammm mmmn  mamm. mamn am. Aman Mman Aame AR A AAeA e AARR  Taa. AAn Sean  Amae AR Same  MARa  Amam  Aman  Same  Aame  Game  amam mman  samar aemn s el

Figure 12A
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1212 in accordance with a determination that the current location of an insertion |
cursor is located on a respective side of a preexisting object, the third location is on
a first respective side of the first object that is parallel to the respective side of the
preexisting object

! 1214 The first location is on a first side of the preexisting object and the !
| second location is on a second side of the preexisting object that is different '
| from the first side of the preexisting object :
|

1218 The simudated environment is oriented relative to a physical environment of !
the computer system and inserting the first object at the second location includes
inserting the first abject in the simulated environment at a location in the simulated
environment that is associated with a respective location of a respective physical
reference object in the physical environment of the computer system |

— — — ———— — — — — — — — — — — — —— —— ——— ——— ot it i i i i vt vty ot it

' 1218 In respaonse 1o detecting the first input that is directed {o the respective

I jocation in the simulated environment, in accordance with a determination that the
b st input was of a second input type and the insertion cursor is displayed at the
: second location in the simulated environment, insert the first object at the second
!

{

|
iocation in the simulated snvironment and move the insertion cursor o the third |
location on the first object |

. . . 1
1220 Detect a second input that includes selection of a second respective side of
the first object and movement of the second input in two dimensions

| 1222 in response to detecting the second input that includes movement of the I
lsecond input in two dimensions: |
' in accordance with a determination that the second input meeis movement |
’ criteria, move the first object within a first plane that is parallel {0 the selected |
Vsecond respective side of the first object in a first direction determined based on the |
| movement of the second input; and, 1
! in accordance with a determination that the second input doas not meet |
: movemert criteria, forgo moving ths first object |

Figure 128
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; 1224 Detect a third input that includes selection of a third respective side of the first ;
object and movement of the third input in two dimensions ;

V1208 1n rasponse o detecting the third input that includes movement of the third i
! input in two dimensions: i
! in accordance with a determination that the third input meets resize criteria, i
*adjust, hased on the movement of the third input, a size of the first object along an
|
|
|
!

Vaxis that is perpendicular to the selectad third respective side of the first object;
and,

in accordance with a determination that the third input does not meel rasize
: criteria, forgo adjusting the size of the first objsct

T s A s e e M aman e A S AR M e e A W A A A e A A A A W Aman e A e e oend

| 1228 Detect a fourth input that includes selection of a fourth respective side of the ’
! first object and movement of the fourth input intwe dimensions
{

1 1230 In response to detecting the fourth input that includes movement of the {
I second input in two dimensions: |
f in accordance with a determination that the contact mests resizing criteria, |
{adjust a size of the first abject based on the movement of the fourth input; and, i
in accordance with a determination that the contact does not meet resizing |

: criteria, move the first object based on the movement of the fourth input, |
_____________________________ !

‘ : 1232 Adjusting the size of the first object based on the movement of the } |
f | fourth input includes adjusting the size of the first object along an axis thatis | |
|

: | perpendicular 1o the seiected third respective side of the first object. I
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmm !

| 1234 Moving the first object based on the movement of the fourth input
| includes moving the first object within a first plane that is parallel {o the |
l selected second respective side of the first object in a first direction I
| |

|
i
{
|
f determined based on the mavement of the second input.

Figure 12C
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{ 1236 While the first object is displayed, detect a fifth input on a respective portion of !
fthe first object that does not correspond fo the third location that is on the first
fobject

1238 In response to detecting the fifth input, moving the insertion cursor from the }
third location to a location that corresponds {o the respective portion of the first |
: obiect |

ann A aman man e Amae mame e St AamT  aAR  GMaan  Amam  Aman W Same  Aame  Aame  amh  Amam. AMA  mAA  Sama  AAme  AmR  Tama  Mann A amen  Samen  saner  annd
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1302 Display, via a display generation component, an augmented reality
gnvironment, wherein displaying the augmented realily environment includes
concurrently displaying:

a representation of at least a portion of a field of view of one or more
cameras that includes a physical object and that is updated as contents of the field
of view of the one or more cameras change, and

a virtual user interface object al a respective location in the representation of
the field of view of the one or more cameras, whersin the respective location of the
virtual user interface object in the representation of the fleld of view of the one or
more cameras is determined based on a fixed spatial relationship between the
virtual user interface object and the physical object included in the representation of
the field of view of the one or more cameras

!

1304 While displaving the augmented reality environment, detect, vig one or more
attitude sensors, a first change in attitude of at least a portion of the computer
system relative (o a physical environment of the computer system

Figure 13A
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1306 In response o detecting the first change in attifude of the portion of the
computer systam relative o the physical environmant of the computer system,
update the augmented reality environment in accordance with the first change in
attitude of the portion of the computer system, where:
in accordance with a determination that the augmented reality

environment is displayed in a non-stabilized mode of operation, updating the
augmented reality environment in accordance with the first change in atiifude of the
portion of the computer system includes:

updating the representation of the portion of the field of view of
the one or more cameras by a first amount of adjustmant that is based on the first
change in atlitude of the portion of the computer systam relative to the physical
environment of the computer systam; and

updating the respective location of the virtual user interface
object 1o @ location that is selecled s0 as to maintain the fixed spatial hetwaen the
virtual user interface object and the physical object included in the representation of
ihe fleld of view of the one or more cameras; and,

in accordance with a determination that the augmented reality

environment is displayed in a stabilized mode of operation, updating the augmented
reality environment in accordance with the first change in attitude of the portion of
the computer system includes:

updating the representation of the portion of the field of view of
the one or more cameras by a sscond amaount of adjiustiment that is basad on the
first change in atlitude of the portion of the computer system refalive to the physical
environment of the computer system and that is {ess than the first amount of
adjustment; and

updating the respective location of the virtual user interface
object (o a loration that is selecled so as to maintain the fixed spatial relationship
belween the virlual user interface obiect and the physical objec! included in the
represantation of the field of view of the one or more cameras.

Figure 13B
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i ?308 VWhen the augmenied reality environment was displayed in the non-stabilized
j mode of operation when the first change in attitude of the portion of the computer
jsystern was detecled, afler updating the augmented reslity environment in

j accordance with the first change in atlitude of the portion of the computer system

i 1308-a

i recelve a request to stabilize the virtual user interface object on the display;

i 1308-b

i in response 1o the request (o stabilize the virtual user interface object on the
j display, enter a stabilized mode of operation for the augmented reality environment;
jand

1308
i while in the stabilized mode of operation for the augmentsd reality
j environment:

|

I

I

|

|

|

|

|

I

|

|

|

|

i datect, via the one or more orientation sensors, a second change in |
j attitude of the portion of the computer system relative 1o the physical environment; '
in response 1o delecting the second change in attitude of the portion |

j of the computer system relative to the physical environment, update the augmented '
j reality environment in accordance with the second change in attitude of the portion !
j of the computer system, including: |
i updating the represeniation of the portion of the field of view of |
i the one or mare cameras by less than an amount of the second change in attitude ‘
j of the portion of the computer system relative to the physical environment; and '
i updating the virtual user interface obiect 10 a location selected '
j 50 as to maintain the fixed spatial relationship between the virtual user interface |
jobject and the representation of the physical object included in the field of view of '
{ the one or more cameras :
|

|

|

!

|

[

I

|

|

|

|

!

|

|

|

1310 The computer system includes an input device and the request o
siabilize the virjual user interface object on the display includes an input,
received via the input device, for zooming at least a portion of the augmented
reality environmant

i 12 In response {o the request to stabifize the virtual user interface |
| object on the display, wherein the request to siabilize the virtual user |
| interface ohject on the display includes the input for zooming the
| portion of the displayed augmented realily environment, re-render the |
| Virtual user interface object in accordance with the magnitude of the |
| input for zooming the portion of the displayed augmented reality |
!

|

I

!

I

I

|

1312 l
|

I

!

I

!

environmaent |

!
!
!
!
!
!
!
!
!
!
!
!
|
!
!

Figure 13C
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l 1314 The physical object is replaced by the virtual user interface object in the ]I

:déspiayed augmented reality environment |

e mmmn mmmm e Ammm AmAm e Amme ma e mmAm A e RmAm SRR Teme  Amm e RAme  ARAR e ee  ARme SR e Amme teem | Amen  amme e mmen el

1316 Detect a first respective change in atlitude of the portion of the computsr }
sysiem relative to the physical environment of the computer system while the |
augmented reality environment is displayed in the stabilized mode of operation |

11318 In response o detecting the first respective change in atlitude of the portion ef“;
lhe computer system relative 1o the physical environment of the computer system
Lwhite the asugmented reality environment is displayed inn the siabilized mode of i
l operation, update the augmented realily environment in accordance with the I
respective change in attitude of the portion of the computer system, including, in |
Vaccordance with a determination that the updated respective location of the virtual
user interface object extends heyond the field of view of the one or more cameras, |
l uypdating the representation of the portion of the field of view of the one or more I
cameras includes displaying a placsholder image al a respective location in the |
laugmented reality environment that corresponds to the portion of the virtual user
:_interface object that extends beyond the field of view of the one or more cameras |

mnmn mmmn wamm memn aman s mAme e S Aman  Sam  MAm  Aman  Mame e Amn  Saae A AmeA e e Aen  Aman ama  Aame team  amen meme e e Al

_________________________ e
I 1320 Detect a second respective change in attitude of the portion of the computer

system relative to the physical environment of the computer system while the
Iaugmented reality environment is displayed in the stabilized mode of operation |

' 13322 In response to defecting the second respective change in attitude of the

' portion of the computer system relative to the physical environment of the computer |
l systam while the augmenied reality environment is displayed in the siabilized mode |
of operation, update the augmented realily environment in accordance with the |
' respective change in attifude of the portion of the computer system, including, in |
accordance with a determination that the updated respective location of the virtual |
Vuser interface ohject exiends bayond the field of view of the one or more cameras, |
:ceasing {o display at least a portion of the virtual user interface object |

| VU FUUU U UL VUL UL VU VU UUUR VUL VD DU UUUR PUSU UUULUUUUE UUUSUUU UUUS UG PUUUIUUUD R DU UUUI SUSU U UUUR UUUU e
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1324 ‘1324 in response to detecting the respective change in attitude of the portion of the
j computer system refative 1o the physical environment of the computer system while
j the augmented reality environment is displayed in the stabilized mode of operation,
j updating the augmented reality environment in accordance with the respective
j change in attitude of the portion of the computer system includes:

in accordance with a determination that the updated respective location of
 the virtual user interface object extends beyond the field of view of the one or more
j cameras, zooming the displayed augmented reality environment to increase a
y portion of the displayed virtual user interface object; and,

in accordance with a determination that the updated respeactive location of
 the virtual user interface object does not extend beyond the field of view of the one
j Or more cameras, moving the virtual user interface object without zooming the
j displayed augmented reality environment

Figure 13E
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SYSTEMS, METHODS, AND GRAPHICAL
USER INTERFACES FOR INTERACTING
WITH AUGMENTED AND VIRTUAL
REALITY ENVIRONMENTS

RELATED APPLICATIONS

[0001] This application claims priority to U.S. Provisional
Patent Application No. 62/553,063, filed Aug. 31, 2017, and
Provisional Patent Application No. 62/564,984, filed Sep.
28, 2017, both of which are hereby incorporated by refer-
ence in their entireties.

TECHNICAL FIELD

[0002] This relates generally to computer systems for
virtual/augmented reality, including but not limited to elec-
tronic devices for interacting with augmented and virtual
reality environments.

BACKGROUND

[0003] The development of computer systems for virtual/
augmented reality has increased significantly in recent years.
Example virtual/augmented reality environments include at
least some virtual elements that replace or augment the
physical world. Input devices, such as touch-sensitive sur-
faces, for computer systems and other electronic computing
devices are used to interact with virtual/augmented reality
environments. Example touch-sensitive surfaces include
touchpads, touch-sensitive remote controls, and touch-
screen displays. Such surfaces are used to manipulate user
interfaces and objects therein on a display. Example user
interface objects include digital images, video, text, icons,
and control elements such as buttons and other graphics.
[0004] But methods and interfaces for interacting with
environments that include at least some virtual elements
(e.g., augmented reality environments, mixed reality envi-
ronments, and virtual reality environments) are cumber-
some, inefficient, and limited. For example, using a
sequence of inputs to select one or more user interface
objects (e.g., one or more virtual elements in the virtual/
augmented reality environment) and perform one or more
actions on the selected user interface objects is tedious,
creates a significant cognitive burden on a user, and detracts
from the experience with the virtual/augmented reality envi-
ronment. In addition, these methods take longer than nec-
essary, thereby wasting energy. This latter consideration is
particularly important in battery-operated devices.

SUMMARY

[0005] Accordingly, there is a need for computer systems
with improved methods and interfaces for interacting with
augmented and virtual reality environments. Such methods
and interfaces optionally complement or replace conven-
tional methods for interacting with augmented and virtual
reality environments. Such methods and interfaces reduce
the number, extent, and/or nature of the inputs from a user
and produce a more efficient human-machine interface. For
battery-operated devices, such methods and interfaces con-
serve power and increase the time between battery charges.
[0006] The above deficiencies and other problems associ-
ated with user interfaces for virtual/augmented reality are
reduced or eliminated by the disclosed computer systems. In
some embodiments, the computer system includes a desktop
computer. In some embodiments, the computer system is
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portable (e.g., a notebook computer, tablet computer, or
handheld device). In some embodiments, the computer
system includes a personal electronic device (e.g., a wear-
able electronic device, such as a watch). In some embodi-
ments, the computer system has (and/or is in communication
with) a touchpad. In some embodiments, the computer
system has (and/or is in communication with) a touch-
sensitive display (also known as a “touch screen” or “touch-
screen display”). In some embodiments, the computer sys-
tem has a graphical user interface (GUI), one or more
processors, memory and one or more modules, programs or
sets of instructions stored in the memory for performing
multiple functions. In some embodiments, the user interacts
with the GUI in part through stylus and/or finger contacts
and gestures on the touch-sensitive surface. In some
embodiments, the functions optionally include game play-
ing, image editing, drawing, presenting, word processing,
spreadsheet making, telephoning, video conferencing,
e-mailing, instant messaging, workout support, digital pho-
tographing, digital videoing, web browsing, digital music
playing, note taking, and/or digital video playing. Execut-
able instructions for performing these functions are, option-
ally, included in a non-transitory computer readable storage
medium or other computer program product configured for
execution by one or more processors.

[0007] In accordance with some embodiments, a method
is performed at a computer system having a display genera-
tion component, one or more cameras, and an input device.
The method includes displaying, via the display generation
component, an augmented reality environment. Displaying
the augmented reality environment includes concurrently
displaying: a representation of at least a portion of a field of
view of the one or more cameras that includes a respective
physical object, wherein the representation is updated as
contents of the field of view of the one or more cameras
change; and a respective virtual user interface object at a
respective location in the representation of the field of view
of the one or more cameras, wherein the respective virtual
user interface object has a location that is determined based
on the respective physical object in the field of view of the
one or more cameras. The method also includes, while
displaying the augmented reality environment, detecting an
input at a location that corresponds to the respective virtual
user interface object. The method further includes, while
continuing to detect the input: detecting movement of the
input relative to the respective physical object in the field of
view of the one or more cameras; and, in response to
detecting the movement of the input relative to the respec-
tive physical object in the field of view of the one or more
cameras, adjusting an appearance of the respective virtual
user interface object in accordance with a magnitude of
movement of the input relative to the respective physical
object.

[0008] In accordance with some embodiments, a method
is performed at a computer system having a display genera-
tion component, one or more cameras, and an input device.
The method includes displaying, via the display generation
component, an augmented reality environment. Displaying
the augmented reality environment includes concurrently
displaying: a representation of at least a portion of a field of
view of the one or more cameras that includes a respective
physical object, wherein the representation is updated as
contents of the field of view of the one or more cameras
change; and a respective virtual user interface object at a
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respective location in the representation of the field of view
of the one or more cameras, wherein the respective virtual
user interface object has a location that is determined based
on the respective physical object in the field of view of the
one or more cameras. The method also includes, while
displaying the augmented reality environment, detecting an
input that changes a virtual environment setting for the
augmented reality environment. The method further
includes, in response to detecting the input that changes the
virtual environment setting: adjusting an appearance of the
respective virtual user interface object in accordance with
the change made to the virtual environment setting for the
augmented reality environment; and applying a filter to at
least a portion of the representation of the field of view of the
one or more cameras, wherein the filter is selected based on
the change made to the virtual environment setting.

[0009] In accordance with some embodiments, a method
is performed at a computer system having a display genera-
tion component, one or more cameras, and an input device.
The method includes displaying, via the display generation
component, an augmented reality environment. Displaying
the augmented reality environment includes concurrently
displaying: a representation of at least a portion of a field of
view of the one or more cameras that includes a respective
physical object, wherein the representation is updated as
contents of the field of view of the one or more cameras
change; and a first virtual user interface object in a virtual
model that is displayed at a respective location in the
representation of the field of view of the one or more
cameras, wherein the first virtual user interface object has a
location that is determined based on the respective physical
object in the field of view of the one or more cameras. The
method also includes, while displaying the augmented real-
ity environment, detecting a first input that corresponds to
selection of the first virtual user interface object; and, in
response to detecting the first input that corresponds to
selection of the first virtual user interface object, displaying
a simulated field of view of the virtual model from a
perspective of the first virtual user interface object in the
virtual model.

[0010] In accordance with some embodiments, a method
is performed at a computer system with a display generation
component and an input device. The method includes dis-
playing, via the display generation component, a first virtual
user interface object in a virtual three-dimensional space.
The method also includes, while displaying the first virtual
user interface object in the virtual three-dimensional space,
detecting, via the input device, a first input that includes
selection of a respective portion of the first virtual user
interface object and movement of the first input in two
dimensions. The method further includes, in response to
detecting the first input that includes movement of the first
input in two dimensions: in accordance with a determination
that the respective portion of the first virtual user interface
object is a first portion of the first virtual user interface
object, adjusting an appearance of the first virtual user
interface object in a first direction determined based on the
movement of the first input in two dimensions and the first
portion of the first virtual user interface object that was
selected, wherein the adjustment of the first virtual user
interface object in the first direction is constrained to move-
ment in a first set of two dimensions of the virtual three-
dimensional space; and, in accordance with a determination
that the respective portion of the first virtual user interface
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object is a second portion of the first virtual user interface
object that is distinct from the first portion of the first virtual
user interface object, adjusting the appearance of the first
virtual user interface object in a second direction that is
different from the first direction, wherein the second direc-
tion is determined based on the movement of the first input
in two dimensions and the second portion of the first virtual
user interface object that was selected, wherein the adjust-
ment of the first virtual user interface object in the second
direction is constrained to movement in a second set of two
dimensions of the virtual three-dimensional space that is
different from the first set of two dimensions of the virtual
three-dimensional space.

[0011] In accordance with some embodiments, a method is
performed at a computer system with a display generation
component, one or more attitude sensors, and an input
device. The method includes displaying in a first viewing
mode, via the display generation component, a simulated
environment that is oriented relative to a physical environ-
ment of the computer system, wherein displaying the simu-
lated environment in the first viewing mode includes dis-
playing a first virtual user interface object in a virtual model
that is displayed at a first respective location in the simulated
environment that is associated with the physical environ-
ment of the computer system. The method also includes,
while displaying the simulated environment, detecting, via
the one or more attitude sensors, a first change in attitude of
at least a portion of the computer system relative to the
physical environment; and in response to detecting the first
change in the attitude of the portion of the computer system,
changing an appearance of the first virtual user interface
object in the virtual model so as to maintain a fixed spatial
relationship between the first virtual user interface object
and the physical environment. The method further includes,
after changing the appearance of the first virtual user inter-
face object based on the first change in attitude of the portion
of the computer system, detecting, via the input device, a
first gesture that corresponds to an interaction with the
simulated environment; and in response to detecting the first
gesture that corresponds to the interaction with the simulated
environment, performing an operation in the simulated
environment that corresponds to the first gesture. In addi-
tion, the method includes, after performing the operation
that corresponds to the first gesture, detecting, via the one or
more attitude sensors, a second change in attitude of the
portion of the computer system relative to the physical
environment; and in response to detecting the second change
in the attitude of the portion of the computer system: in
accordance with a determination that the first gesture met
mode change criteria, wherein the mode change criteria
include a requirement that the first gesture corresponds to an
input that changes a spatial parameter of the simulated
environment relative to the physical environment, transi-
tioning from displaying the simulated environment, includ-
ing the virtual model, in the first viewing mode to displaying
the simulated environment, including the virtual model, in a
second viewing mode, wherein displaying the virtual model
in the simulated environment in the second viewing mode
includes forgoing changing the appearance of the first virtual
user interface object to maintain the fixed spatial relation-
ship between the first virtual user interface object and the
physical environment; and in accordance with a determina-
tion that the first gesture did not meet the mode change
criteria, continuing to display the first virtual model in the
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simulated environment in the first viewing mode, wherein
displaying the virtual model in the first viewing mode
includes changing an appearance of the first virtual user
interface object in the virtual model in response to the
second change in attitude of the portion of the computer
system relative to the physical environment, so as to main-
tain the fixed spatial relationship between the first virtual
user interface object and the physical environment.

[0012] In accordance with some embodiments, a method
is performed at a first computer system with a first display
generation component, one or more first attitude sensors,
and a first input device. The method includes displaying, via
the first display generation component of the first computer
system, a simulated environment that is oriented relative to
a first physical environment of the first computer system,
wherein displaying the simulated environment includes con-
currently displaying: a first virtual user interface object in a
virtual model that is displayed at a respective location in the
simulated environment that is associated with the first physi-
cal environment of the first computer system; and a visual
indication of a viewing perspective of a second computer
system of the simulated environment, wherein the second
computer system is a computer system having a second
display generation component, one or more second attitude
sensors, and a second input device, that is displaying, via the
second display generation component of the second com-
puter system, a view of the simulated environment that is
oriented relative to a second physical environment of the
second computer system. The method also includes, while
displaying the simulated environment via the first display
generation component of the first computer system, detect-
ing a change in the viewing perspective of the second
computer system of the simulated environment based on a
change in the attitude of a portion of the second computer
system relative to the second physical environment of the
second computer system. The method further includes, in
response to detecting the change in the viewing perspective
of'the second computer system of the simulated environment
based on the change in the attitude of the portion of the
second computer system relative to the physical environ-
ment of the second computer system, updating the visual
indication of the viewing perspective of the second com-
puter system of the simulated environment displayed via the
first display generation component of the first computer
system in accordance with the change in the viewing per-
spective of the second computer system of the simulated
environment.

[0013] In accordance with some embodiments, a method
is performed at a computer system with a display generation
component, one or more attitude sensors, and an input
device. The method includes displaying, via the display
generation component, a simulated environment. The
method also includes, while displaying the simulated envi-
ronment, detecting, via the input device, a first input that is
directed to a respective location in the simulated environ-
ment. The method also includes, in response to detecting the
first input that is directed to the respective location in the
simulated environment: in accordance with a determination
that the first input was of a first input type and that the first
input was detected at a first location in the simulated
environment other than a current location of an insertion
cursor in the simulated environment, displaying the insertion
cursor at the first location; and, in accordance with a
determination that the first input was of the first input type
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and that the first input was detected at a second location in
the simulated environment that corresponds to the current
location of the insertion cursor, inserting a first object at the
second location and moving the insertion cursor to a third
location that is on the first object.

[0014] In accordance with some embodiments, a method
is performed at a computer system with a display generation
component, one or more cameras, and one or more attitude
sensors. The method includes displaying, via the display
generation component, an augmented reality environment,
wherein displaying the augmented reality environment
includes concurrently displaying: a representation of at least
a portion of a field of view of the one or more cameras that
includes a physical object and that is updated as contents of
the field of view of the one or more cameras change; and a
virtual user interface object at a respective location in the
representation of the field of view of the one or more
cameras, wherein the respective location of the virtual user
interface object in the representation of the field of view of
the one or more cameras is determined based on a fixed
spatial relationship between the virtual user interface object
and the physical object included in the representation of the
field of view of the one or more cameras. The method also
includes, while displaying the augmented reality environ-
ment, detecting, via the one or more attitude sensors, a first
change in attitude of at least a portion of the computer
system relative to a physical environment of the computer
system. The method also includes, in response to detecting
the first change in attitude of the portion of the computer
system relative to the physical environment of the computer
system, updating the augmented reality environment in
accordance with the first change in attitude of the portion of
the computer system, where: in accordance with a determi-
nation that the augmented reality environment is displayed
in a non-stabilized mode of operation, updating the aug-
mented reality environment in accordance with the first
change in attitude of the portion of the computer system
includes: updating the representation of the portion of the
field of view of the one or more cameras by a first amount
of adjustment that is based on the first change in attitude of
the portion of the computer system relative to the physical
environment of the computer system; and updating the
respective location of the virtual user interface object to a
location that is selected so as to maintain the fixed spatial
between the virtual user interface object and the physical
object included in the representation of the field of view of
the one or more cameras; and, in accordance with a deter-
mination that the augmented reality environment is dis-
played in a stabilized mode of operation, updating the
augmented reality environment in accordance with the first
change in attitude of the portion of the computer system
includes: updating the representation of the portion of the
field of view of the one or more cameras by a second amount
of adjustment that is based on the first change in attitude of
the portion of the computer system relative to the physical
environment of the computer system and that is less than the
first amount of adjustment; and updating the respective
location of the virtual user interface object to a location that
is selected so as to maintain the fixed spatial relationship
between the virtual user interface object and the physical
object included in the representation of the field of view of
the one or more cameras.

[0015] Inaccordance with some embodiments, a computer
system includes (and/or is in communication with) a display
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generation component (e.g., a display, a projector, a heads-
up display, or the like), one or more cameras (e.g., video
cameras that continuously provide a live preview of at least
a portion of the contents that are within the field of view of
the cameras and optionally generate video outputs including
one or more streams of image frames capturing the contents
within the field of view of the cameras), and one or more
input devices (e.g., a touch-sensitive surface, such as a
touch-sensitive remote control, or a touch-screen display
that also serves as the display generation component, a
mouse, a joystick, a wand controller, and/or cameras track-
ing the position of one or more features of the user such as
the user’s hands), optionally one or more attitude sensors,
optionally one or more sensors to detect intensities of
contacts with the touch-sensitive surface, optionally one or
more tactile output generators, one or more processors, and
memory storing one or more programs; the one or more
programs are configured to be executed by the one or more
processors and the one or more programs include instruc-
tions for performing or causing performance of the opera-
tions of any of the methods described herein. In accordance
with some embodiments, a computer readable storage
medium has stored therein instructions which, when
executed by a computer system that includes (and/or is in
communication with) a display generation component, one
or more cameras, one or more input devices, optionally one
or more attitude sensors, optionally one or more sensors to
detect intensities of contacts with the touch-sensitive sur-
face, and optionally one or more tactile output generators,
cause the computer system to perform or cause performance
of the operations of any of the methods described herein. In
accordance with some embodiments, a graphical user inter-
face on a computer system that includes (and/or is in
communication with) a display generation component, one
or more cameras, one or more input devices, optionally one
or more attitude sensors, optionally one or more sensors to
detect intensities of contacts with the touch-sensitive sur-
face, optionally one or more tactile output generators, a
memory, and one or more processors to execute one or more
programs stored in the memory includes one or more of the
elements displayed in any of the methods described herein,
which are updated in response to inputs, as described in any
of the methods described herein. In accordance with some
embodiments, a computer system includes (and/or is in
communication with) a display generation component, one
or more cameras, one or more input devices, optionally one
or more attitude sensors, optionally one or more sensors to
detect intensities of contacts with the touch-sensitive sur-
face, optionally one or more tactile output generators, and
means for performing or causing performance of the opera-
tions of any of the methods described herein. In accordance
with some embodiments, an information processing appa-
ratus, for use in a computer system that includes (and/or is
in communication with) a display generation component,
one or more cameras, one or more input devices, optionally
one or more attitude sensors, optionally one or more sensors
to detect intensities of contacts with the touch-sensitive
surface, and optionally one or more tactile output generators,
includes means for performing or causing performance of
the operations of any of the methods described herein.

[0016] Thus, computer systems that have (and/or are in
communication with) a display generation component, one
or more cameras, one or more input devices, optionally one
or more attitude sensors, optionally one or more sensors to
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detect intensities of contacts with the touch-sensitive sur-
face, and optionally one or more tactile output generators,
are provided with improved methods and interfaces for
interacting with augmented and virtual reality environments,
thereby increasing the effectiveness, efficiency, and user
satisfaction with such computer systems. Such methods and
interfaces may complement or replace conventional meth-
ods for interacting with augmented and virtual reality envi-
ronments.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] For a better understanding of the various described
embodiments, reference should be made to the Description
of Embodiments below, in conjunction with the following
drawings in which like reference numerals refer to corre-
sponding parts throughout the figures.

[0018] FIG. 1A is a block diagram illustrating a portable
multifunction device with a touch-sensitive display in accor-
dance with some embodiments.

[0019] FIG. 1B is a block diagram illustrating example
components for event handling in accordance with some
embodiments.

[0020] FIG. 2 illustrates a portable multifunction device
having a touch screen in accordance with some embodi-
ments.

[0021] FIG. 3A is a block diagram of an example multi-
function device with a display and a touch-sensitive surface
in accordance with some embodiments.

[0022] FIGS. 3B-3C are block diagrams of example com-
puter systems in accordance with some embodiments.
[0023] FIG. 4A illustrates an example user interface for a
menu of applications on a portable multifunction device in
accordance with some embodiments.

[0024] FIG. 4B illustrates an example user interface for a
multifunction device with a touch-sensitive surface that is
separate from the display in accordance with some embodi-
ments.

[0025] FIGS. 4C-4E illustrate examples of dynamic inten-
sity thresholds in accordance with some embodiments.
[0026] FIGS. 5A1-5A40 illustrate example user interfaces
for displaying an augmented reality environment and, in
response to different inputs, adjusting the appearance of the
augmented reality environment and/or the appearance of
objects in the augmented reality environment, as well as
transitioning between viewing a virtual model in the aug-
mented reality environment and viewing simulated views of
the virtual model from the perspectives of objects in the
virtual model, in accordance with some embodiments.
[0027] FIGS. 5B 1-5B41 illustrate examples of systems
and user interfaces for three-dimensional manipulation of
virtual user interface objects, in accordance with some
embodiments.

[0028] FIGS. 5C1-5C30 illustrate examples of systems
and user interfaces for transitioning between viewing modes
of a displayed simulated environment, in accordance with
some embodiments.

[0029] FIGS. 5D1-5D14C illustrate examples of systems
and user interfaces for multiple users to interact with virtual
user interface objects in a displayed simulated environment,
in accordance with some embodiments.

[0030] FIGS. 5E1-5E32 illustrate examples of systems
and user interfaces for placement of an insertion cursor, in
accordance with some embodiments.
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[0031] FIGS. 5F1-5F175 illustrate examples of systems
and user interfaces for displaying an augmented reality
environment in a stabilized mode of operation, in accor-
dance with some embodiments.

[0032] FIGS. 6A-6D are flow diagrams of a process for
adjusting an appearance of a virtual user interface object in
an augmented reality environment, in accordance with some
embodiments.

[0033] FIGS. 7A-7C are flow diagrams of a process for
applying a filter on a live image captured by one or more
cameras of a computer system in an augmented reality
environment, in accordance with some embodiments.
[0034] FIGS. 8A-8C are flow diagrams of a process for
transitioning between viewing a virtual model in the aug-
mented reality environment and viewing simulated views of
the virtual model from the perspectives of objects in the
virtual model, in accordance with some embodiments.
[0035] FIGS. 9A-9E are flow diagrams of a process for
three-dimensional manipulation of virtual user interface
objects, in accordance with some embodiments.

[0036] FIGS. 10A-10E are flow diagrams of a process for
transitioning between viewing modes of a displayed simu-
lated environment, in accordance with some embodiments.
[0037] FIGS. 11A-11C are flow diagrams of a process for
updating an indication of a viewing perspective of a second
computer system in a simulated environment displayed by a
first computer system, in accordance with some embodi-
ments.

[0038] FIGS. 12A-12D are flow diagrams of a process for
placement of an insertion cursor, in accordance with some
embodiments.

[0039] FIGS. 13A-13E are flow diagrams of a process for
displaying an augmented reality environment in a stabilized
mode of operation, in accordance with some embodiments.

DESCRIPTION OF EMBODIMENTS

[0040] An augmented reality environment is an environ-
ment in which reality is augmented with supplemental
information that provides additional information to a user
that is not available in the physical world. Conventional
methods of interacting with augmented reality environments
(e.g., to access the supplemental information) often require
multiple separate inputs (e.g., a sequence of gestures and
button presses, etc.) to achieve an intended outcome. Fur-
ther, conventional methods of inputs are often limited in
range (e.g., by the size of the touch-sensitive display of a
computer system). The embodiments herein provide an
intuitive way for a user to interact with an augmented reality
environment (e.g., by adjusting an appearance of a virtual
user interface object based on a combination of movement
of the computer system and movement of a contact on an
input device (e.g., a touch-screen display) of the computer
system, and by applying a filter in real-time on a live image
captured by one or more cameras of the computer system,
where the filter is selected based on a virtual environment
setting for the augmented reality environment).

[0041] Additionally, conventional interactions with vir-
tual/augmented reality environments are generally limited to
a single perspective (e.g., from the perspective of the user
wearing/holding the device). The embodiments herein pro-
vide a more immersive and intuitive way to experience the
virtual/augmented reality environment by presenting simu-
lated views of a virtual model (e.g., of a physical object) in
a virtual reality environment from the perspectives of virtual
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user interface objects (e.g., from the perspectives of a car or
a person in the augmented reality environment).

[0042] The systems, methods, and GUIs described herein
improve user interface interactions with virtual/augmented
reality environments in multiple ways. For example, they
make it easier to: display an augmented reality environment
and, in response to different inputs, adjust the appearance of
the augmented reality environment and/or of objects therein;
transition between viewing a virtual model in the augmented
reality environment and viewing simulated views of the
virtual model from the perspectives of objects in the virtual
model; and three-dimensional manipulation of virtual user
interface objects.

[0043] Below, FIGS. 1A-1B, 2, and 3A-3C provide a
description of example devices. FIGS. 4A-4B, 5A1-5A40,
5B1-5B41, 5C1-5C30, 5D1-5D14, 5E1-5E32, and 5F1-5F
17 illustrate examples of systems and user interfaces for
multiple users to interact with virtual user interface objects
in a displayed simulated environment, in accordance with
some embodiments illustrate example user interfaces for
interacting with augmented and virtual reality environments,
including displaying an augmented reality environment and,
in response to different inputs, adjusting the appearance of
the augmented reality environment and/or the appearance of
objects in the augmented reality environment, transitioning
between viewing a virtual model in the augmented reality
environment and viewing simulated views of the virtual
model from the perspectives of objects in the virtual model,
and three-dimensional manipulation of virtual user interface
objects, in accordance with some embodiments. FIGS.
6A-6D illustrate a flow diagram of a method of adjusting an
appearance of a virtual user interface object in an augmented
reality environment, in accordance with some embodiments.
FIGS. 7A-7C illustrate a flow diagram of a method of
applying a filter on a live image captured by one or more
cameras of a computer system in an augmented reality
environment, in accordance with some embodiments. FIGS.
8A-8C illustrate a flow diagram of a method of transitioning
between viewing a virtual model in the augmented reality
environment and viewing simulated views of the virtual
model from the perspectives of objects in the virtual model,
in accordance with some embodiments. FIGS. 9A-9E illus-
trate a flow diagram of a method of three-dimensional
manipulation of virtual user interface objects, in accordance
with some embodiments. FIGS. 10A-10E illustrate a flow
diagram of a method of transitioning between viewing
modes of a displayed simulated environment, in accordance
with some embodiments. FIGS. 11A-11C illustrate a flow
diagram of a method of updating an indication of a viewing
perspective of a second computer system in a simulated
environment displayed by a first computer system, in accor-
dance with some embodiments. FIGS. 12A-12D illustrate a
flow diagram of a method of placement of an insertion
cursor, in accordance with some embodiments. FIGS. 13A-
13E illustrate a flow diagram of a method of displaying an
augmented reality environment in a stabilized mode of
operation, in accordance with some embodiments.

[0044] The user interfaces in FIGS. 5A1-5A40, 5B1-
5B41, 5C1-5C30, 5D1-5D14, 5E1-5E32, and 5F1-5F17 are
used to illustrate the processes in FIGS. 6A-6D, 7A-7C,
8A-8C, 9A-9E, 10A-10E, 11A-11C, 12A-12D, and 13A-
13E.
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Example Devices

[0045] Reference will now be made in detail to embodi-
ments, examples of which are illustrated in the accompany-
ing drawings. In the following detailed description, numer-
ous specific details are set forth in order to provide a
thorough understanding of the various described embodi-
ments. However, it will be apparent to one of ordinary skill
in the art that the various described embodiments may be
practiced without these specific details. In other instances,
well-known methods, procedures, components, circuits, and
networks have not been described in detail so as not to
unnecessarily obscure aspects of the embodiments.

[0046] It will also be understood that, although the terms
first, second, etc. are, in some instances, used herein to
describe various elements, these elements should not be
limited by these terms. These terms are only used to distin-
guish one element from another. For example, a first contact
could be termed a second contact, and, similarly, a second
contact could be termed a first contact, without departing
from the scope of the various described embodiments. The
first contact and the second contact are both contacts, but
they are not the same contact, unless the context clearly
indicates otherwise.

[0047] The terminology used in the description of the
various described embodiments herein is for the purpose of
describing particular embodiments only and is not intended
to be limiting. As used in the description of the various
described embodiments and the appended claims, the sin-
gular forms “a,” “an,” and “the” are intended to include the
plural forms as well, unless the context clearly indicates
otherwise. It will also be understood that the term “and/or”
as used herein refers to and encompasses any and all
possible combinations of one or more of the associated listed
items. It will be further understood that the terms “includes,”
“including,” “comprises,” and/or “comprising,” when used
in this specification, specify the presence of stated features,
integers, steps, operations, elements, and/or components, but
do not preclude the presence or addition of one or more other
features, integers, steps, operations, elements, components,
and/or groups thereof.

[0048] As used herein, the term “if” is, optionally, con-
strued to mean “when” or “upon” or “in response to deter-
mining” or “in response to detecting,” depending on the
context. Similarly, the phrase “if it is determined” or “if [a
stated condition or event] is detected” is, optionally, con-
strued to mean “upon determining” or “in response to
determining” or “upon detecting [the stated condition or
event]” or “in response to detecting [the stated condition or
event],” depending on the context.

[0049] Computer systems for virtual/augmented reality
include electronic devices that produce virtual/augmented
reality environments. Embodiments of electronic devices,
user interfaces for such devices, and associated processes for
using such devices are described. In some embodiments, the
device is a portable communications device, such as a
mobile telephone, that also contains other functions, such as
PDA and/or music player functions. Example embodiments
of portable multifunction devices include, without limita-
tion, the iPhone®, iPod Touch®, and iPad® devices from
Apple Inc. of Cupertino, Calif. Other portable electronic
devices, such as laptops or tablet computers with touch-
sensitive surfaces (e.g., touch-screen displays and/or touch-
pads), are, optionally, used. It should also be understood
that, in some embodiments, the device is not a portable
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communications device, but is a desktop computer with a
touch-sensitive surface (e.g., a touch-screen display and/or a
touchpad) that also includes, or is in communication with,
one or more cameras.

[0050] In the discussion that follows, a computer system
that includes an electronic device that has (and/or is in
communication with) a display and a touch-sensitive surface
is described. It should be understood, however, that the
computer system optionally includes one or more other
physical user-interface devices, such as a physical keyboard,
a mouse, a joystick, a wand controller, and/or cameras
tracking the position of one or more features of the user such
as the user’s hands.

[0051] The device typically supports a variety of applica-
tions, such as one or more of the following: a gaming
application, a note taking application, a drawing application,
a presentation application, a word processing application, a
spreadsheet application, a telephone application, a video
conferencing application, an e-mail application, an instant
messaging application, a workout support application, a
photo management application, a digital camera application,
a digital video camera application, a web browsing appli-
cation, a digital music player application, and/or a digital
video player application.

[0052] The various applications that are executed on the
device optionally use at least one common physical user-
interface device, such as the touch-sensitive surface. One or
more functions of the touch-sensitive surface as well as
corresponding information displayed by the device are,
optionally, adjusted and/or varied from one application to
the next and/or within a respective application. In this way,
a common physical architecture (such as the touch-sensitive
surface) of the device optionally supports the variety of
applications with user interfaces that are intuitive and trans-
parent to the user.

[0053] Attention is now directed toward embodiments of
portable devices with touch-sensitive displays. FIG. 1A is a
block diagram illustrating portable multifunction device 100
with touch-sensitive display system 112 in accordance with
some embodiments. Touch-sensitive display system 112 is
sometimes called a “touch screen” for convenience, and is
sometimes simply called a touch-sensitive display. Device
100 includes memory 102 (which optionally includes one or
more computer readable storage mediums), memory con-
troller 122, one or more processing units (CPUs) 120,
peripherals interface 118, RF circuitry 108, audio circuitry
110, speaker 111, microphone 113, input/output (I/O) sub-
system 106, other input or control devices 116, and external
port 124. Device 100 optionally includes one or more optical
sensors 164 (e.g., as part of one or more cameras). Device
100 optionally includes one or more intensity sensors 165
for detecting intensities of contacts on device 100 (e.g., a
touch-sensitive surface such as touch-sensitive display sys-
tem 112 of device 100). Device 100 optionally includes one
or more tactile output generators 163 for generating tactile
outputs on device 100 (e.g., generating tactile outputs on a
touch-sensitive surface such as touch-sensitive display sys-
tem 112 of device 100 or touchpad 355 of device 300). These
components optionally communicate over one or more com-
munication buses or signal lines 103.

[0054] As used in the specification and claims, the term
“tactile output” refers to physical displacement of a device
relative to a previous position of the device, physical dis-
placement of a component (e.g., a touch-sensitive surface) of
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a device relative to another component (e.g., housing) of the
device, or displacement of the component relative to a center
of' mass of the device that will be detected by a user with the
user’s sense of touch. For example, in situations where the
device or the component of the device is in contact with a
surface of a user that is sensitive to touch (e.g., a finger,
palm, or other part of a user’s hand), the tactile output
generated by the physical displacement will be interpreted
by the user as a tactile sensation corresponding to a per-
ceived change in physical characteristics of the device or the
component of the device. For example, movement of a
touch-sensitive surface (e.g., a touch-sensitive display or
trackpad) is, optionally, interpreted by the user as a “down
click” or “up click” of a physical actuator button. In some
cases, a user will feel a tactile sensation such as an “down
click” or “up click” even when there is no movement of a
physical actuator button associated with the touch-sensitive
surface that is physically pressed (e.g., displaced) by the
user’s movements. As another example, movement of the
touch-sensitive surface is, optionally, interpreted or sensed
by the user as “roughness” of the touch-sensitive surface,
even when there is no change in smoothness of the touch-
sensitive surface. While such interpretations of touch by a
user will be subject to the individualized sensory perceptions
of the user, there are many sensory perceptions of touch that
are common to a large majority of users. Thus, when a tactile
output is described as corresponding to a particular sensory
perception of a user (e.g., an “up click,” a “down click,”
“roughness”), unless otherwise stated, the generated tactile
output corresponds to physical displacement of the device or
a component thereof that will generate the described sensory
perception for a typical (or average) user. Using tactile
outputs to provide haptic feedback to a user enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by helping the user to provide proper
inputs and reducing user mistakes when operating/interact-
ing with the device) which, additionally, reduces power
usage and improves battery life of the device by enabling the
user to use the device more quickly and efficiently.

[0055] It should be appreciated that device 100 is only one
example of a portable multifunction device, and that device
100 optionally has more or fewer components than shown,
optionally combines two or more components, or optionally
has a different configuration or arrangement of the compo-
nents. The various components shown in FIG. 1A are
implemented in hardware, software, firmware, or a combi-
nation thereof, including one or more signal processing
and/or application specific integrated circuits.

[0056] Memory 102 optionally includes high-speed ran-
dom access memory and optionally also includes non-
volatile memory, such as one or more magnetic disk storage
devices, flash memory devices, or other non-volatile solid-
state memory devices. Access to memory 102 by other
components of device 100, such as CPU(s) 120 and the
peripherals interface 118, is, optionally, controlled by
memory controller 122.

[0057] Peripherals interface 118 can be used to couple
input and output peripherals of the device to CPU(s) 120 and
memory 102. The one or more processors 120 run or execute
various software programs and/or sets of instructions stored
in memory 102 to perform various functions for device 100
and to process data.

[0058] In some embodiments, peripherals interface 118,
CPU(s) 120, and memory controller 122 are, optionally,
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implemented on a single chip, such as chip 104. In some
other embodiments, they are, optionally, implemented on
separate chips.

[0059] RF (radio frequency) circuitry 108 receives and
sends RF signals, also called electromagnetic signals. RF
circuitry 108 converts electrical signals to/from electromag-
netic signals and communicates with communications net-
works and other communications devices via the electro-
magnetic signals. RF circuitry 108 optionally includes well-
known circuitry for performing these functions, including
but not limited to an antenna system, an RF transceiver, one
or more amplifiers, a tuner, one or more oscillators, a digital
signal processor, a CODEC chipset, a subscriber identity
module (SIM) card, memory, and so forth. RF circuitry 108
optionally communicates with networks, such as the Inter-
net, also referred to as the World Wide Web (WWW), an
intranet and/or a wireless network, such as a cellular tele-
phone network, a wireless local area network (LAN) and/or
a metropolitan area network (MAN), and other devices by
wireless communication. The wireless communication
optionally uses any of a plurality of communications stan-
dards, protocols and technologies, including but not limited
to Global System for Mobile Communications (GSM),
Enhanced Data GSM Environment (EDGE), high-speed
downlink packet access (HSDPA), high-speed uplink packet
access (HSUPA), Evolution, Data-Only (EV-DO), HSPA,
HSPA+, Dual-Cell HSPA (DC-HSPA), long term evolution
(LTE), near field communication (NFC), wideband code
division multiple access (W-CDMA), code division multiple
access (CDMA), time division multiple access (TDMA),
Bluetooth, Wireless Fidelity (Wi-Fi) (e.g., IEEE 802.11a,
IEEE 802.11ac, IEEE 802.11ax, IEEE 802.11b, IEEE 802.
11g and/or IEEE 802.1 in), voice over Internet Protocol
(VoIP), Wi-MAX, a protocol for e-mail (e.g., Internet mes-
sage access protocol (IMAP) and/or post office protocol
(POP)), instant messaging (e.g., extensible messaging and
presence protocol (XMPP), Session Initiation Protocol for
Instant Messaging and Presence Leveraging Extensions
(SIMPLE), Instant Messaging and Presence Service
(IMPS)), and/or Short Message Service (SMS), or any other
suitable communication protocol, including communication
protocols not yet developed as of the filing date of this
document.

[0060] Audio circuitry 110, speaker 111, and microphone
113 provide an audio interface between a user and device
100. Audio circuitry 110 receives audio data from periph-
erals interface 118, converts the audio data to an electrical
signal, and transmits the electrical signal to speaker 111.
Speaker 111 converts the electrical signal to human-audible
sound waves. Audio circuitry 110 also receives electrical
signals converted by microphone 113 from sound waves.
Audio circuitry 110 converts the electrical signal to audio
data and transmits the audio data to peripherals interface 118
for processing. Audio data is, optionally, retrieved from
and/or transmitted to memory 102 and/or RF circuitry 108
by peripherals interface 118. In some embodiments, audio
circuitry 110 also includes a headset jack (e.g., 212, FIG. 2).
The headset jack provides an interface between audio cir-
cuitry 110 and removable audio input/output peripherals,
such as output-only headphones or a headset with both
output (e.g., a headphone for one or both ears) and input
(e.g., a microphone).

[0061] 1/O subsystem 106 couples input/output peripher-
als on device 100, such as touch-sensitive display system
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112 and other input or control devices 116, with peripherals
interface 118. I/O subsystem 106 optionally includes display
controller 156, optical sensor controller 158, intensity sensor
controller 159, haptic feedback controller 161, and one or
more input controllers 160 for other input or control devices.
The one or more input controllers 160 receive/send electrical
signals from/to other input or control devices 116. The other
input or control devices 116 optionally include physical
buttons (e.g., push buttons, rocker buttons, etc.), dials, slider
switches, joysticks, click wheels, and so forth. In some
alternate embodiments, input controller(s) 160 are, option-
ally, coupled with any (or none) of the following: a key-
board, infrared port, USB port, stylus, and/or a pointer
device such as a mouse. The one or more buttons (e.g., 208,
FIG. 2) optionally include an up/down button for volume
control of speaker 111 and/or microphone 113. The one or
more buttons optionally include a push button (e.g., 206,
FIG. 2).

[0062] Touch-sensitive display system 112 provides an
input interface and an output interface between the device
and a user. Display controller 156 receives and/or sends
electrical signals from/to touch-sensitive display system
112. Touch-sensitive display system 112 displays visual
output to the user. The visual output optionally includes
graphics, text, icons, video, and any combination thereof
(collectively termed “graphics™). In some embodiments,
some or all of the visual output corresponds to user interface
objects. As used herein, the term “affordance” refers to a
user-interactive graphical user interface object (e.g., a
graphical user interface object that is configured to respond
to inputs directed toward the graphical user interface object).
Examples of user-interactive graphical user interface objects
include, without limitation, a button, slider, icon, selectable
menu item, switch, hyperlink, or other user interface control.

[0063] Touch-sensitive display system 112 has a touch-
sensitive surface, sensor or set of sensors that accepts input
from the user based on haptic and/or tactile contact. Touch-
sensitive display system 112 and display controller 156
(along with any associated modules and/or sets of instruc-
tions in memory 102) detect contact (and any movement or
breaking of the contact) on touch-sensitive display system
112 and converts the detected contact into interaction with
user-interface objects (e.g., one or more soft keys, icons,
web pages or images) that are displayed on touch-sensitive
display system 112. In some embodiments, a point of contact
between touch-sensitive display system 112 and the user
corresponds to a finger of the user or a stylus.

[0064] Touch-sensitive display system 112 optionally uses
LCD (liquid crystal display) technology, LPD (light emitting
polymer display) technology, or LED (light emitting diode)
technology, although other display technologies are used in
other embodiments. Touch-sensitive display system 112 and
display controller 156 optionally detect contact and any
movement or breaking thereof using any of a plurality of
touch sensing technologies now known or later developed,
including but not limited to capacitive, resistive, infrared,
and surface acoustic wave technologies, as well as other
proximity sensor arrays or other elements for determining
one or more points of contact with touch-sensitive display
system 112. In some embodiments, projected mutual capaci-
tance sensing technology is used, such as that found in the
iPhone®, iPod Touch®, and iPad® from Apple Inc. of
Cupertino, Calif.
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[0065] Touch-sensitive display system 112 optionally has
a video resolution in excess of 100 dpi. In some embodi-
ments, the touch screen video resolution is in excess of 400
dpi (e.g., 500 dpi, 800 dpi, or greater). The user optionally
makes contact with touch-sensitive display system 112 using
any suitable object or appendage, such as a stylus, a finger,
and so forth. In some embodiments, the user interface is
designed to work with finger-based contacts and gestures,
which can be less precise than stylus-based input due to the
larger area of contact of a finger on the touch screen. In some
embodiments, the device translates the rough finger-based
input into a precise pointer/cursor position or command for
performing the actions desired by the user.

[0066] In some embodiments, in addition to the touch
screen, device 100 optionally includes a touchpad (not
shown) for activating or deactivating particular functions. In
some embodiments, the touchpad is a touch-sensitive area of
the device that, unlike the touch screen, does not display
visual output. The touchpad is, optionally, a touch-sensitive
surface that is separate from touch-sensitive display system
112 or an extension of the touch-sensitive surface formed by
the touch screen.

[0067] Device 100 also includes power system 162 for
powering the various components. Power system 162
optionally includes a power management system, one or
more power sources (e.g., battery, alternating current (AC)),
a recharging system, a power failure detection circuit, a
power converter or inverter, a power status indicator (e.g., a
light-emitting diode (LED)) and any other components
associated with the generation, management and distribution
of power in portable devices.

[0068] Device 100 optionally also includes one or more
optical sensors 164 (e.g., as part of one or more cameras).
FIG. 1A shows an optical sensor coupled with optical sensor
controller 158 in 1/O subsystem 106. Optical sensor(s) 164
optionally include charge-coupled device (CCD) or comple-
mentary metal-oxide semiconductor (CMOS) phototransis-
tors. Optical sensor(s) 164 receive light from the environ-
ment, projected through one or more lens, and converts the
light to data representing an image. In conjunction with
imaging module 143 (also called a camera module), optical
sensor(s) 164 optionally capture still images and/or video. In
some embodiments, an optical sensor is located on the back
of device 100, opposite touch-sensitive display system 112
on the front of the device, so that the touch screen is enabled
for use as a viewfinder for still and/or video image acqui-
sition. In some embodiments, another optical sensor is
located on the front of the device so that the user’s image is
obtained (e.g., for selfies, for videoconferencing while the
user views the other video conference participants on the
touch screen, etc.).

[0069] Device 100 optionally also includes one or more
contact intensity sensors 165. FIG. 1A shows a contact
intensity sensor coupled with intensity sensor controller 159
in /O subsystem 106. Contact intensity sensor(s) 165
optionally include one or more piezoresistive strain gauges,
capacitive force sensors, electric force sensors, piezoelectric
force sensors, optical force sensors, capacitive touch-sensi-
tive surfaces, or other intensity sensors (e.g., sensors used to
measure the force (or pressure) of a contact on a touch-
sensitive surface). Contact intensity sensor(s) 165 receive
contact intensity information (e.g., pressure information or a
proxy for pressure information) from the environment. In
some embodiments, at least one contact intensity sensor is
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collocated with, or proximate to, a touch-sensitive surface
(e.g., touch-sensitive display system 112). In some embodi-
ments, at least one contact intensity sensor is located on the
back of device 100, opposite touch-screen display system
112 which is located on the front of device 100.

[0070] Device 100 optionally also includes one or more
proximity sensors 166. FIG. 1A shows proximity sensor 166
coupled with peripherals interface 118. Alternately, proxim-
ity sensor 166 is coupled with input controller 160 in /O
subsystem 106. In some embodiments, the proximity sensor
turns off and disables touch-sensitive display system 112
when the multifunction device is placed near the user’s ear
(e.g., when the user is making a phone call).

[0071] Device 100 optionally also includes one or more
tactile output generators 163. FIG. 1A shows a tactile output
generator coupled with haptic feedback controller 161 in I/O
subsystem 106. In some embodiments, tactile output gen-
erator(s) 163 include one or more electroacoustic devices
such as speakers or other audio components and/or electro-
mechanical devices that convert energy into linear motion
such as a motor, solenoid, electroactive polymer, piezoelec-
tric actuator, electrostatic actuator, or other tactile output
generating component (e.g., a component that converts
electrical signals into tactile outputs on the device). Tactile
output generator(s) 163 receive tactile feedback generation
instructions from haptic feedback module 133 and generates
tactile outputs on device 100 that are capable of being sensed
by a user of device 100. In some embodiments, at least one
tactile output generator is collocated with, or proximate to,
a touch-sensitive surface (e.g., touch-sensitive display sys-
tem 112) and, optionally, generates a tactile output by
moving the touch-sensitive surface vertically (e.g., in/out of
a surface of device 100) or laterally (e.g., back and forth in
the same plane as a surface of device 100). In some
embodiments, at least one tactile output generator sensor is
located on the back of device 100, opposite touch-sensitive
display system 112, which is located on the front of device
100.

[0072] Device 100 optionally also includes one or more
accelerometers 167, gyroscopes 168, and/or magnetometers
169 (e.g., as part of an inertial measurement unit (IMU)) for
obtaining information concerning the position (e.g., attitude)
of the device. FIG. 1A shows sensors 167, 168, and 169
coupled with peripherals interface 118. Alternately, sensors
167, 168, and 169 are, optionally, coupled with an input
controller 160 in 1/O subsystem 106. In some embodiments,
information is displayed on the touch-screen display in a
portrait view or a landscape view based on an analysis of
data received from the one or more accelerometers. Device
100 optionally includes a GPS (or GLONASS or other
global navigation system) receiver (not shown) for obtaining
information concerning the location of device 100.

[0073] In some embodiments, the software components
stored in memory 102 include operating system 126, com-
munication module (or set of instructions) 128, contact/
motion module (or set of instructions) 130, graphics module
(or set of instructions) 132, haptic feedback module (or set
of instructions) 133, text input module (or set of instruc-
tions) 134, Global Positioning System (GPS) module (or set
of'instructions) 135, and applications (or sets of instructions)
136. Furthermore, in some embodiments, memory 102
stores device/global internal state 157, as shown in FIGS.
1A and 3. Device/global internal state 157 includes one or
more of: active application state, indicating which applica-
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tions, if any, are currently active; display state, indicating
what applications, views or other information occupy vari-
ous regions of touch-sensitive display system 112; sensor
state, including information obtained from the device’s
various sensors and other input or control devices 116; and
location and/or positional information concerning the
device’s location and/or attitude.

[0074] Operating system 126 (e.g., iOS, Android, Darwin,
RTXC, LINUX, UNIX, OS X, WINDOWS, or an embedded
operating system such as VxWorks) includes various soft-
ware components and/or drivers for controlling and manag-
ing general system tasks (e.g., memory management, storage
device control, power management, etc.) and facilitates
communication between various hardware and software
components.

[0075] Communication module 128 facilitates communi-
cation with other devices over one or more external ports
124 and also includes various software components for
handling data received by RF circuitry 108 and/or external
port 124. External port 124 (e.g., Universal Serial Bus
(USB), FIREWIRE, etc.) is adapted for coupling directly to
other devices or indirectly over a network (e.g., the Internet,
wireless LAN, etc.). In some embodiments, the external port
is a multi-pin (e.g., 30-pin) connector that is the same as, or
similar to and/or compatible with the 30-pin connector used
in some iPhone®, iPod Touch®, and iPad® devices from
Apple Inc. of Cupertino, Calif. In some embodiments, the
external port is a Lightning connector that is the same as, or
similar to and/or compatible with the Lightning connector
used in some iPhone®, iPod Touch®, and iPad® devices
from Apple Inc. of Cupertino, Calif. In some embodiments,
the external port is a USB Type-C connector that is the same
as, or similar to and/or compatible with the USB Type-C
connector used in some electronic devices from Apple Inc.
of Cupertino, Calif.

[0076] Contact/motion module 130 optionally detects con-
tact with touch-sensitive display system 112 (in conjunction
with display controller 156) and other touch-sensitive
devices (e.g., a touchpad or physical click wheel). Contact/
motion module 130 includes various software components
for performing various operations related to detection of
contact (e.g., by a finger or by a stylus), such as determining
if contact has occurred (e.g., detecting a finger-down event),
determining an intensity of the contact (e.g., the force or
pressure of the contact or a substitute for the force or
pressure of the contact), determining if there is movement of
the contact and tracking the movement across the touch-
sensitive surface (e.g., detecting one or more finger-drag-
ging events), and determining if the contact has ceased (e.g.,
detecting a finger-up event or a break in contact). Contact/
motion module 130 receives contact data from the touch-
sensitive surface. Determining movement of the point of
contact, which is represented by a series of contact data,
optionally includes determining speed (magnitude), velocity
(magnitude and direction), and/or an acceleration (a change
in magnitude and/or direction) of the point of contact. These
operations are, optionally, applied to single contacts (e.g.,
one finger contacts or stylus contacts) or to multiple simul-
taneous contacts (e.g., “multitouch”/multiple finger con-
tacts). In some embodiments, contact/motion module 130
and display controller 156 detect contact on a touchpad.
[0077] Contact/motion module 130 optionally detects a
gesture input by a user. Different gestures on the touch-
sensitive surface have different contact patterns (e.g., dif-
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ferent motions, timings, and/or intensities of detected con-
tacts). Thus, a gesture is, optionally, detected by detecting a
particular contact pattern. For example, detecting a finger
tap gesture includes detecting a finger-down event followed
by detecting a finger-up (lift off) event at the same position
(or substantially the same position) as the finger-down event
(e.g., at the position of an icon). As another example,
detecting a finger swipe gesture on the touch-sensitive
surface includes detecting a finger-down event followed by
detecting one or more finger-dragging events, and subse-
quently followed by detecting a finger-up (lift off) event.
Similarly, tap, swipe, drag, and other gestures are optionally
detected for a stylus by detecting a particular contact pattern
for the stylus.

[0078] In some embodiments, detecting a finger tap ges-
ture depends on the length of time between detecting the
finger-down event and the finger-up event, but is indepen-
dent of the intensity of the finger contact between detecting
the finger-down event and the finger-up event. In some
embodiments, a tap gesture is detected in accordance with a
determination that the length of time between the finger-
down event and the finger-up event is less than a predeter-
mined value (e.g., less than 0.1, 0.2, 0.3, 0.4 or 0.5 seconds),
independent of whether the intensity of the finger contact
during the tap meets a given intensity threshold (greater than
a nominal contact-detection intensity threshold), such as a
light press or deep press intensity threshold. Thus, a finger
tap gesture can satisfy particular input criteria that do not
require that the characteristic intensity of a contact satisty a
given intensity threshold in order for the particular input
criteria to be met. For clarity, the finger contact in a tap
gesture typically needs to satisfy a nominal contact-detec-
tion intensity threshold, below which the contact is not
detected, in order for the finger-down event to be detected.
A similar analysis applies to detecting a tap gesture by a
stylus or other contact. In cases where the device is capable
of detecting a finger or stylus contact hovering over a touch
sensitive surface, the nominal contact-detection intensity
threshold optionally does not correspond to physical contact
between the finger or stylus and the touch sensitive surface.

[0079] The same concepts apply in an analogous manner
to other types of gestures. For example, a swipe gesture, a
pinch gesture, a depinch gesture, and/or a long press gesture
are optionally detected based on the satisfaction of criteria
that are either independent of intensities of contacts included
in the gesture, or do not require that contact(s) that perform
the gesture reach intensity thresholds in order to be recog-
nized. For example, a swipe gesture is detected based on an
amount of movement of one or more contacts; a pinch
gesture is detected based on movement of two or more
contacts towards each other; a depinch gesture is detected
based on movement of two or more contacts away from each
other; and a long press gesture is detected based on a
duration of the contact on the touch-sensitive surface with
less than a threshold amount of movement. As such, the
statement that particular gesture recognition criteria do not
require that the intensity of the contact(s) meet a respective
intensity threshold in order for the particular gesture recog-
nition criteria to be met means that the particular gesture
recognition criteria are capable of being satisfied if the
contact(s) in the gesture do not reach the respective intensity
threshold, and are also capable of being satisfied in circum-
stances where one or more of the contacts in the gesture do
reach or exceed the respective intensity threshold. In some
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embodiments, a tap gesture is detected based on a determi-
nation that the finger-down and finger-up event are detected
within a predefined time period, without regard to whether
the contact is above or below the respective intensity thresh-
old during the predefined time period, and a swipe gesture
is detected based on a determination that the contact move-
ment is greater than a predefined magnitude, even if the
contact is above the respective intensity threshold at the end
of the contact movement. Even in implementations where
detection of a gesture is influenced by the intensity of
contacts performing the gesture (e.g., the device detects a
long press more quickly when the intensity of the contact is
above an intensity threshold or delays detection of a tap
input when the intensity of the contact is higher), the
detection of those gestures does not require that the contacts
reach a particular intensity threshold so long as the criteria
for recognizing the gesture can be met in circumstances
where the contact does not reach the particular intensity
threshold (e.g., even if the amount of time that it takes to
recognize the gesture changes).

[0080] Contact intensity thresholds, duration thresholds,
and movement thresholds are, in some circumstances, com-
bined in a variety of different combinations in order to create
heuristics for distinguishing two or more different gestures
directed to the same input element or region so that multiple
different interactions with the same input element are
enabled to provide a richer set of user interactions and
responses. The statement that a particular set of gesture
recognition criteria do not require that the intensity of the
contact(s) meet a respective intensity threshold in order for
the particular gesture recognition criteria to be met does not
preclude the concurrent evaluation of other intensity-depen-
dent gesture recognition criteria to identify other gestures
that do have a criteria that is met when a gesture includes a
contact with an intensity above the respective intensity
threshold. For example, in some circumstances, first gesture
recognition criteria for a first gesture—which do not require
that the intensity of the contact(s) meet a respective intensity
threshold in order for the first gesture recognition criteria to
be met—are in competition with second gesture recognition
criteria for a second gesture—which are dependent on the
contact(s) reaching the respective intensity threshold. In
such competitions, the gesture is, optionally, not recognized
as meeting the first gesture recognition criteria for the first
gesture if the second gesture recognition criteria for the
second gesture are met first. For example, if a contact
reaches the respective intensity threshold before the contact
moves by a predefined amount of movement, a deep press
gesture is detected rather than a swipe gesture. Conversely,
if the contact moves by the predefined amount of movement
before the contact reaches the respective intensity threshold,
a swipe gesture is detected rather than a deep press gesture.
Even in such circumstances, the first gesture recognition
criteria for the first gesture still do not require that the
intensity of the contact(s) meet a respective intensity thresh-
old in order for the first gesture recognition criteria to be met
because if the contact stayed below the respective intensity
threshold until an end of the gesture (e.g., a swipe gesture
with a contact that does not increase to an intensity above the
respective intensity threshold), the gesture would have been
recognized by the first gesture recognition criteria as a swipe
gesture. As such, particular gesture recognition criteria that
do not require that the intensity of the contact(s) meet a
respective intensity threshold in order for the particular
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gesture recognition criteria to be met will (A) in some
circumstances ignore the intensity of the contact with
respect to the intensity threshold (e.g. for a tap gesture)
and/or (B) in some circumstances still be dependent on the
intensity of the contact with respect to the intensity threshold
in the sense that the particular gesture recognition criteria
(e.g., for a long press gesture) will fail if a competing set of
intensity-dependent gesture recognition criteria (e.g., for a
deep press gesture) recognize an input as corresponding to
an intensity-dependent gesture before the particular gesture
recognition criteria recognize a gesture corresponding to the
input (e.g., for a long press gesture that is competing with a
deep press gesture for recognition).

[0081] Attitude module 131, in conjunction with acceler-
ometers 167, gyroscopes 168, and/or magnetometers 169,
optionally detects attitude information concerning the
device, such as the device’s attitude (e.g., roll, pitch, and/or
yaw) in a particular frame of reference. Attitude module 131
includes software components for performing various opera-
tions related to detecting the position of the device and
detecting changes to the attitude of the device.

[0082] Graphics module 132 includes various known soft-
ware components for rendering and displaying graphics on
touch-sensitive display system 112 or other display, includ-
ing components for changing the visual impact (e.g., bright-
ness, transparency, saturation, contrast or other visual prop-
erty) of graphics that are displayed. As used herein, the term
“graphics” includes any object that can be displayed to a
user, including without limitation text, web pages, icons
(such as user-interface objects including soft keys), digital
images, videos, animations and the like.

[0083] In some embodiments, graphics module 132 stores
data representing graphics to be used. Each graphic is,
optionally, assigned a corresponding code. Graphics module
132 receives, from applications etc., one or more codes
specifying graphics to be displayed along with, if necessary,
coordinate data and other graphic property data, and then
generates screen image data to output to display controller
156.

[0084] Haptic feedback module 133 includes various soft-
ware components for generating instructions (e.g., instruc-
tions used by haptic feedback controller 161) to produce
tactile outputs using tactile output generator(s) 163 at one or
more locations on device 100 in response to user interactions
with device 100.

[0085] Text input module 134, which is, optionally, a
component of graphics module 132, provides soft keyboards
for entering text in various applications (e.g., contacts 137,
e-mail 140, IM 141, browser 147, and any other application
that needs text input).

[0086] GPS module 135 determines the location of the
device and provides this information for use in various
applications (e.g., to telephone 138 for use in location-based
dialing, to camera 143 as picture/video metadata, and to
applications that provide location-based services such as
weather widgets, local yellow page widgets, and map/
navigation widgets).

[0087] Virtual/augmented reality module 145 provides
virtual and/or augmented reality logic to applications 136
that implement augmented reality, and in some embodi-
ments virtual reality, features. Virtual/augmented reality
module 145 facilitates superposition of virtual content, such
as a virtual user interface object, on a representation of at
least a portion of a field of view of the one or more cameras.
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For example, with assistance from the virtual/augmented
reality module 145, the representation of at least a portion of
a field of view of the one or more cameras may include a
respective physical object and the virtual user interface
object may be displayed at a location, in a displayed
augmented reality environment, that is determined based on
the respective physical object in the field of view of the one
or more cameras or a virtual reality environment that is
determined based on the attitude of at least a portion of a
computer system (e.g., an attitude of a display device that is
used to display the user interface to a user of the computer
system).
[0088] Applications 136 optionally include the following
modules (or sets of instructions), or a subset or superset
thereof:

[0089] contacts module 137 (sometimes called an

address book or contact list);

[0090] telephone module 138;

[0091] video conferencing module 139;

[0092] e-mail client module 140;

[0093] instant messaging (IM) module 141;

[0094] workout support module 142;

[0095] camera module 143 for still and/or video images;
[0096] image management module 144;

[0097] browser module 147,

[0098] calendar module 148;

[0099] widget modules 149, which optionally include

one or more of: weather widget 149-1, stocks widget
149-2, calculator widget 149-3, alarm clock widget
149-4, dictionary widget 149-5, and other widgets
obtained by the user, as well as user-created widgets
149-6;

[0100] widget creator module 150 for making user-
created widgets 149-6;

[0101] search module 151;

[0102] video and music player module 152, which is,
optionally, made up of a video player module and a
music player module;

[0103] notes module 153;
[0104] map module 154; and/or
[0105] online video module 155.
[0106] Examples of other applications 136 that are,

optionally, stored in memory 102 include other word pro-
cessing applications, other image editing applications, draw-
ing applications, presentation applications, JAVA-enabled
applications, encryption, digital rights management, voice
recognition, and voice replication.

[0107] In conjunction with touch-sensitive display system
112, display controller 156, contact module 130, graphics
module 132, and text input module 134, contacts module
137 includes executable instructions to manage an address
book or contact list (e.g., stored in application internal state
192 of contacts module 137 in memory 102 or memory 370),
including: adding name(s) to the address book; deleting
name(s) from the address book; associating telephone num-
ber(s), e-mail address(es), physical address(es) or other
information with a name; associating an image with a name;
categorizing and sorting names; providing telephone num-
bers and/or e-mail addresses to initiate and/or facilitate
communications by telephone 138, video conference 139,
e-mail 140, or IM 141; and so forth.

[0108] In conjunction with RF circuitry 108, audio cir-
cuitry 110, speaker 111, microphone 113, touch-sensitive
display system 112, display controller 156, contact module
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130, graphics module 132, and text input module 134,
telephone module 138 includes executable instructions to
enter a sequence of characters corresponding to a telephone
number, access one or more telephone numbers in address
book 137, modify a telephone number that has been entered,
dial a respective telephone number, conduct a conversation
and disconnect or hang up when the conversation is com-
pleted. As noted above, the wireless communication option-
ally uses any of a plurality of communications standards,
protocols and technologies.

[0109] In conjunction with RF circuitry 108, audio cir-
cuitry 110, speaker 111, microphone 113, touch-sensitive
display system 112, display controller 156, optical sensor(s)
164, optical sensor controller 158, contact module 130,
graphics module 132, text input module 134, contact list
137, and telephone module 138, videoconferencing module
139 includes executable instructions to initiate, conduct, and
terminate a video conference between a user and one or
more other participants in accordance with user instructions.
[0110] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display controller 156, contact
module 130, graphics module 132, and text input module
134, e-mail client module 140 includes executable instruc-
tions to create, send, receive, and manage e-mail in response
to user instructions. In conjunction with image management
module 144, e-mail client module 140 makes it very easy to
create and send e-mails with still or video images taken with
camera module 143.

[0111] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display controller 156, contact
module 130, graphics module 132, and text input module
134, the instant messaging module 141 includes executable
instructions to enter a sequence of characters corresponding
to an instant message, to modify previously entered char-
acters, to transmit a respective instant message (for example,
using a Short Message Service (SMS) or Multimedia Mes-
sage Service (MMS) protocol for telephony-based instant
messages or using XMPP, SIMPLE, Apple Push Notification
Service (APNs) or IMPS for Internet-based instant mes-
sages), to receive instant messages, and to view received
instant messages. In some embodiments, transmitted and/or
received instant messages optionally include graphics, pho-
tos, audio files, video files and/or other attachments as are
supported in a MMS and/or an Enhanced Messaging Service
(EMS). As used herein, “instant messaging” refers to both
telephony-based messages (e.g., messages sent using SMS
or MMS) and Internet-based messages (e.g., messages sent
using XMPP, SIMPLE, APNs, or IMPS).

[0112] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display controller 156, contact
module 130, graphics module 132, text input module 134,
GPS module 135, map module 154, and video and music
player module 152, workout support module 142 includes
executable instructions to create workouts (e.g., with time,
distance, and/or calorie burning goals); communicate with
workout sensors (in sports devices and smart watches);
receive workout sensor data; calibrate sensors used to moni-
tor a workout; select and play music for a workout; and
display, store and transmit workout data.

[0113] In conjunction with touch-sensitive display system
112, display controller 156, optical sensor(s) 164, optical
sensor controller 158, contact module 130, graphics module
132, and image management module 144, camera module
143 includes executable instructions to capture still images
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or video (including a video stream) and store them into
memory 102, modify characteristics of a still image or
video, and/or delete a still image or video from memory 102.
[0114] In conjunction with touch-sensitive display system
112, display controller 156, contact module 130, graphics
module 132, text input module 134, and camera module 143,
image management module 144 includes executable instruc-
tions to arrange, modify (e.g., edit), or otherwise manipulate,
label, delete, present (e.g., in a digital slide show or album),
and store still and/or video images.

[0115] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, and text input
module 134, browser module 147 includes executable
instructions to browse the Internet in accordance with user
instructions, including searching, linking to, receiving, and
displaying web pages or portions thereof, as well as attach-
ments and other files linked to web pages.

[0116] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, e-mail client module 140, and browser module 147,
calendar module 148 includes executable instructions to
create, display, modify, and store calendars and data asso-
ciated with calendars (e.g., calendar entries, to do lists, etc.)
in accordance with user instructions.

[0117] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, and browser module 147, widget modules 149 are
mini-applications that are, optionally, downloaded and used
by a user (e.g., weather widget 149-1, stocks widget 149-2,
calculator widget 149-3, alarm clock widget 149-4, and
dictionary widget 149-5) or created by the user (e.g., user-
created widget 149-6). In some embodiments, a widget
includes an HTML (Hypertext Markup Language) file, a
CSS (Cascading Style Sheets) file, and a JavaScript file. In
some embodiments, a widget includes an XML (Extensible
Markup Language) file and a JavaScript file (e.g., Yahoo!
Widgets).

[0118] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, and browser module 147, the widget creator module
150 includes executable instructions to create widgets (e.g.,
turning a user-specified portion of a web page into a widget).
[0119] In conjunction with touch-sensitive display system
112, display system controller 156, contact module 130,
graphics module 132, and text input module 134, search
module 151 includes executable instructions to search for
text, music, sound, image, video, and/or other files in
memory 102 that match one or more search criteria (e.g., one
or more user-specified search terms) in accordance with user
instructions.

[0120] In conjunction with touch-sensitive display system
112, display system controller 156, contact module 130,
graphics module 132, audio circuitry 110, speaker 111, RF
circuitry 108, and browser module 147, video and music
player module 152 includes executable instructions that
allow the user to download and play back recorded music
and other sound files stored in one or more file formats, such
as MP3 or AAC files, and executable instructions to display,
present or otherwise play back videos (e.g., on touch-
sensitive display system 112, or on an external display
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connected wirelessly or via external port 124). In some
embodiments, device 100 optionally includes the function-
ality of an MP3 player, such as an iPod (trademark of Apple
Inc.).

[0121] In conjunction with touch-sensitive display system
112, display controller 156, contact module 130, graphics
module 132, and text input module 134, notes module 153
includes executable instructions to create and manage notes,
to do lists, and the like in accordance with user instructions.
[0122] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, GPS module 135, and browser module 147, map
module 154 includes executable instructions to receive,
display, modify, and store maps and data associated with
maps (e.g., driving directions; data on stores and other points
of interest at or near a particular location; and other location-
based data) in accordance with user instructions.

[0123] In conjunction with touch-sensitive display system
112, display system controller 156, contact module 130,
graphics module 132, audio circuitry 110, speaker 111, RF
circuitry 108, text input module 134, e-mail client module
140, and browser module 147, online video module 155
includes executable instructions that allow the user to
access, browse, receive (e.g., by streaming and/or down-
load), play back (e.g., on the touch screen 112, or on an
external display connected wirelessly or via external port
124), send an e-mail with a link to a particular online video,
and otherwise manage online videos in one or more file
formats, such as H.264. In some embodiments, instant
messaging module 141, rather than e-mail client module
140, is used to send a link to a particular online video.
[0124] Each of the above identified modules and applica-
tions correspond to a set of executable instructions for
performing one or more functions described above and the
methods described in this application (e.g., the computer-
implemented methods and other information processing
methods described herein). These modules (i.e., sets of
instructions) need not be implemented as separate software
programs, procedures or modules, and thus various subsets
of these modules are, optionally, combined or otherwise
re-arranged in various embodiments. In some embodiments,
memory 102 optionally stores a subset of the modules and
data structures identified above. Furthermore, memory 102
optionally stores additional modules and data structures not
described above.

[0125] In some embodiments, device 100 is a device
where operation of a predefined set of functions on the
device is performed exclusively through a touch screen
and/or a touchpad. By using a touch screen and/or a touch-
pad as the primary input control device for operation of
device 100, the number of physical input control devices
(such as push buttons, dials, and the like) on device 100 is,
optionally, reduced.

[0126] The predefined set of functions that are performed
exclusively through a touch screen and/or a touchpad
optionally include navigation between user interfaces. In
some embodiments, the touchpad, when touched by the user,
navigates device 100 to a main, home, or root menu from
any user interface that is displayed on device 100. In such
embodiments, a “menu button” is implemented using a
touch-sensitive surface. In some other embodiments, the
menu button is a physical push button or other physical input
control device instead of a touch-sensitive surface.
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[0127] FIG. 1B is a block diagram illustrating example
components for event handling in accordance with some
embodiments. In some embodiments, memory 102 (in FIG.
1A) or 370 (FIG. 3A) includes event sorter 170 (e.g., in
operating system 126) and a respective application 136-1
(e.g., any of the aforementioned applications 136, 137-155,
380-390).

[0128] Event sorter 170 receives event information and
determines the application 136-1 and application view 191
of application 136-1 to which to deliver the event informa-
tion. Event sorter 170 includes event monitor 171 and event
dispatcher module 174. In some embodiments, application
136-1 includes application internal state 192, which indi-
cates the current application view(s) displayed on touch-
sensitive display system 112 when the application is active
or executing. In some embodiments, device/global internal
state 157 is used by event sorter 170 to determine which
application(s) is (are) currently active, and application inter-
nal state 192 is used by event sorter 170 to determine
application views 191 to which to deliver event information.
[0129] In some embodiments, application internal state
192 includes additional information, such as one or more of:
resume information to be used when application 136-1
resumes execution, user interface state information that
indicates information being displayed or that is ready for
display by application 136-1, a state queue for enabling the
user to go back to a prior state or view of application 136-1,
and a redo/undo queue of previous actions taken by the user.
[0130] Event monitor 171 receives event information from
peripherals interface 118. Event information includes infor-
mation about a sub-event (e.g., a user touch on touch-
sensitive display system 112, as part of a multi-touch ges-
ture). Peripherals interface 118 transmits information it
receives from I1/O subsystem 106 or a sensor, such as
proximity sensor 166, accelerometer(s) 167, and/or micro-
phone 113 (through audio circuitry 110). Information that
peripherals interface 118 receives from /O subsystem 106
includes information from touch-sensitive display system
112 or a touch-sensitive surface.

[0131] In some embodiments, event monitor 171 sends
requests to the peripherals interface 118 at predetermined
intervals. In response, peripherals interface 118 transmits
event information. In other embodiments, peripheral inter-
face 118 transmits event information only when there is a
significant event (e.g., receiving an input above a predeter-
mined noise threshold and/or for more than a predetermined
duration).

[0132] In some embodiments, event sorter 170 also
includes a hit view determination module 172 and/or an
active event recognizer determination module 173.

[0133] Hit view determination module 172 provides soft-
ware procedures for determining where a sub-event has
taken place within one or more views, when touch-sensitive
display system 112 displays more than one view. Views are
made up of controls and other elements that a user can see
on the display.

[0134] Another aspect of the user interface associated with
an application is a set of views, sometimes herein called
application views or user interface windows, in which
information is displayed and touch-based gestures occur.
The application views (of a respective application) in which
a touch is detected optionally correspond to programmatic
levels within a programmatic or view hierarchy of the
application. For example, the lowest level view in which a
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touch is detected is, optionally, called the hit view, and the
set of events that are recognized as proper inputs are,
optionally, determined based, at least in part, on the hit view
of the initial touch that begins a touch-based gesture.
[0135] Hit view determination module 172 receives infor-
mation related to sub-events of a touch-based gesture. When
an application has multiple views organized in a hierarchy,
hit view determination module 172 identifies a hit view as
the lowest view in the hierarchy which should handle the
sub-event. In most circumstances, the hit view is the lowest
level view in which an initiating sub-event occurs (i.e., the
first sub-event in the sequence of sub-events that form an
event or potential event). Once the hit view is identified by
the hit view determination module, the hit view typically
receives all sub-events related to the same touch or input
source for which it was identified as the hit view.

[0136] Active event recognizer determination module 173
determines which view or views within a view hierarchy
should receive a particular sequence of sub-events. In some
embodiments, active event recognizer determination module
173 determines that only the hit view should receive a
particular sequence of sub-events. In other embodiments,
active event recognizer determination module 173 deter-
mines that all views that include the physical location of a
sub-event are actively involved views, and therefore deter-
mines that all actively involved views should receive a
particular sequence of sub-events. In other embodiments,
even if touch sub-events were entirely confined to the area
associated with one particular view, views higher in the
hierarchy would still remain as actively involved views.
[0137] Event dispatcher module 174 dispatches the event
information to an event recognizer (e.g., event recognizer
180). In embodiments including active event recognizer
determination module 173, event dispatcher module 174
delivers the event information to an event recognizer deter-
mined by active event recognizer determination module 173.
In some embodiments, event dispatcher module 174 stores
in an event queue the event information, which is retrieved
by a respective event receiver module 182.

[0138] In some embodiments, operating system 126
includes event sorter 170. Alternatively, application 136-1
includes event sorter 170. In yet other embodiments, event
sorter 170 is a stand-alone module, or a part of another
module stored in memory 102, such as contact/motion
module 130.

[0139] In some embodiments, application 136-1 includes
aplurality of event handlers 190 and one or more application
views 191, each of which includes instructions for handling
touch events that occur within a respective view of the
application’s user interface. Each application view 191 of
the application 136-1 includes one or more event recogniz-
ers 180. Typically, a respective application view 191
includes a plurality of event recognizers 180. In other
embodiments, one or more of event recognizers 180 are part
of'a separate module, such as a user interface kit (not shown)
or a higher level object from which application 136-1
inherits methods and other properties. In some embodi-
ments, a respective event handler 190 includes one or more
of: data updater 176, object updater 177, GUI updater 178,
and/or event data 179 received from event sorter 170. Event
handler 190 optionally utilizes or calls data updater 176,
object updater 177 or GUI updater 178 to update the
application internal state 192. Alternatively, one or more of
the application views 191 includes one or more respective

Feb. 28,2019

event handlers 190. Also, in some embodiments, one or
more of data updater 176, object updater 177, and GUI
updater 178 are included in a respective application view
191.

[0140] A respective event recognizer 180 receives event
information (e.g., event data 179) from event sorter 170, and
identifies an event from the event information. Event rec-
ognizer 180 includes event receiver 182 and event compara-
tor 184. In some embodiments, event recognizer 180 also
includes at least a subset of: metadata 183, and event
delivery instructions 188 (which optionally include sub-
event delivery instructions).

[0141] Event receiver 182 receives event information
from event sorter 170. The event information includes
information about a sub-event, for example, a touch or a
touch movement. Depending on the sub-event, the event
information also includes additional information, such as
location of the sub-event. When the sub-event concerns
motion of a touch, the event information optionally also
includes speed and direction of the sub-event. In some
embodiments, events include rotation of the device from one
orientation to another (e.g., from a portrait orientation to a
landscape orientation, or vice versa), and the event infor-
mation includes corresponding information about the cur-
rent orientation (also called device attitude) of the device.
[0142] Event comparator 184 compares the event infor-
mation to predefined event or sub-event definitions and,
based on the comparison, determines an event or sub-event,
or determines or updates the state of an event or sub-event.
In some embodiments, event comparator 184 includes event
definitions 186. Event definitions 186 contain definitions of
events (e.g., predefined sequences of sub-events), for
example, event 1 (187-1), event 2 (187-2), and others. In
some embodiments, sub-events in an event 187 include, for
example, touch begin, touch end, touch movement, touch
cancellation, and multiple touching. In one example, the
definition for event 1 (187-1) is a double tap on a displayed
object. The double tap, for example, comprises a first touch
(touch begin) on the displayed object for a predetermined
phase, a first lift-off (touch end) for a predetermined phase,
a second touch (touch begin) on the displayed object for a
predetermined phase, and a second lift-off (touch end) for a
predetermined phase. In another example, the definition for
event 2 (187-2) is a dragging on a displayed object. The
dragging, for example, comprises a touch (or contact) on the
displayed object for a predetermined phase, a movement of
the touch across touch-sensitive display system 112, and
lift-off of the touch (touch end). In some embodiments, the
event also includes information for one or more associated
event handlers 190.

[0143] In some embodiments, event definition 187
includes a definition of an event for a respective user-
interface object. In some embodiments, event comparator
184 performs a hit test to determine which user-interface
object is associated with a sub-event. For example, in an
application view in which three user-interface objects are
displayed on touch-sensitive display system 112, when a
touch is detected on touch-sensitive display system 112,
event comparator 184 performs a hit test to determine which
of the three user-interface objects is associated with the
touch (sub-event). If each displayed object is associated with
a respective event handler 190, the event comparator uses
the result of the hit test to determine which event handler
190 should be activated. For example, event comparator 184
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selects an event handler associated with the sub-event and
the object triggering the hit test.

[0144] In some embodiments, the definition for a respec-
tive event 187 also includes delayed actions that delay
delivery of the event information until after it has been
determined whether the sequence of sub-events does or does
not correspond to the event recognizer’s event type.
[0145] When a respective event recognizer 180 deter-
mines that the series of sub-events do not match any of the
events in event definitions 186, the respective event recog-
nizer 180 enters an event impossible, event failed, or event
ended state, after which it disregards subsequent sub-events
of the touch-based gesture. In this situation, other event
recognizers, if any, that remain active for the hit view
continue to track and process sub-events of an ongoing
touch-based gesture.

[0146] In some embodiments, a respective event recog-
nizer 180 includes metadata 183 with configurable proper-
ties, flags, and/or lists that indicate how the event delivery
system should perform sub-event delivery to actively
involved event recognizers. In some embodiments, metadata
183 includes configurable properties, flags, and/or lists that
indicate how event recognizers interact, or are enabled to
interact, with one another. In some embodiments, metadata
183 includes configurable properties, flags, and/or lists that
indicate whether sub-events are delivered to varying levels
in the view or programmatic hierarchy.

[0147] In some embodiments, a respective event recog-
nizer 180 activates event handler 190 associated with an
event when one or more particular sub-events of an event are
recognized. In some embodiments, a respective event rec-
ognizer 180 delivers event information associated with the
event to event handler 190. Activating an event handler 190
is distinct from sending (and deferred sending) sub-events to
a respective hit view. In some embodiments, event recog-
nizer 180 throws a flag associated with the recognized event,
and event handler 190 associated with the flag catches the
flag and performs a predefined process.

[0148] In some embodiments, event delivery instructions
188 include sub-event delivery instructions that deliver
event information about a sub-event without activating an
event handler. Instead, the sub-event delivery instructions
deliver event information to event handlers associated with
the series of sub-events or to actively involved views. Event
handlers associated with the series of sub-events or with
actively involved views receive the event information and
perform a predetermined process.

[0149] In some embodiments, data updater 176 creates
and updates data used in application 136-1. For example,
data updater 176 updates the telephone number used in
contacts module 137, or stores a video file used in video and
music player module 152. In some embodiments, object
updater 177 creates and updates objects used in application
136-1. For example, object updater 177 creates a new
user-interface object or updates the position of a user-
interface object. GUI updater 178 updates the GUI. For
example, GUI updater 178 prepares display information and
sends it to graphics module 132 for display on a touch-
sensitive display.

[0150] In some embodiments, event handler(s) 190
includes or has access to data updater 176, object updater
177, and GUI updater 178. In some embodiments, data
updater 176, object updater 177, and GUI updater 178 are
included in a single module of a respective application 136-1
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or application view 191. In other embodiments, they are
included in two or more software modules.

[0151] It shall be understood that the foregoing discussion
regarding event handling of user touches on touch-sensitive
displays also applies to other forms of user inputs to operate
multifunction devices 100 with input-devices, not all of
which are initiated on touch screens. For example, mouse
movement and mouse button presses, optionally coordinated
with single or multiple keyboard presses or holds; contact
movements such as taps, drags, scrolls, etc., on touch-pads;
pen stylus inputs; inputs based on real-time analysis of video
images obtained by one or more cameras; movement of the
device; oral instructions; detected eye movements; biomet-
ric inputs; and/or any combination thereof are optionally
utilized as inputs corresponding to sub-events which define
an event to be recognized.

[0152] FIG. 2 illustrates a portable multifunction device
100 having a touch screen (e.g., touch-sensitive display
system 112, FIG. 1A) in accordance with some embodi-
ments. The touch screen optionally displays one or more
graphics within user interface (UI) 200. In these embodi-
ments, as well as others described below, a user is enabled
to select one or more of the graphics by making a gesture on
the graphics, for example, with one or more fingers 202 (not
drawn to scale in the figure) or one or more styluses 203 (not
drawn to scale in the figure). In some embodiments, selec-
tion of one or more graphics occurs when the user breaks
contact with the one or more graphics. In some embodi-
ments, the gesture optionally includes one or more taps, one
or more swipes (from left to right, right to left, upward
and/or downward) and/or a rolling of a finger (from right to
left, left to right, upward and/or downward) that has made
contact with device 100. In some implementations or cir-
cumstances, inadvertent contact with a graphic does not
select the graphic. For example, a swipe gesture that sweeps
over an application icon optionally does not select the
corresponding application when the gesture corresponding
to selection is a tap.

[0153] Device 100 optionally also includes one or more
physical buttons, such as “home” or menu button 204. As
described previously, menu button 204 is, optionally, used to
navigate to any application 136 in a set of applications that
are, optionally executed on device 100. Alternatively, in
some embodiments, the menu button is implemented as a
soft key in a GUI displayed on the touch-screen display.
[0154] In some embodiments, device 100 includes the
touch-screen display, menu button 204 (sometimes called
home button 204), push button 206 for powering the device
on/off and locking the device, volume adjustment button(s)
208, Subscriber Identity Module (SIM) card slot 210, head
set jack 212, and docking/charging external port 124. Push
button 206 is, optionally, used to turn the power on/off on the
device by depressing the button and holding the button in the
depressed state for a predefined time interval; to lock the
device by depressing the button and releasing the button
before the predefined time interval has elapsed; and/or to
unlock the device or initiate an unlock process. In some
embodiments, device 100 also accepts verbal input for
activation or deactivation of some functions through micro-
phone 113. Device 100 also, optionally, includes one or
more contact intensity sensors 165 for detecting intensities
of contacts on touch-sensitive display system 112 and/or one
or more tactile output generators 163 for generating tactile
outputs for a user of device 100.
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[0155] FIG. 3A is a block diagram of an example multi-
function device with a display and a touch-sensitive surface
in accordance with some embodiments. Device 300 need not
be portable. In some embodiments, device 300 is a gaming
system, a laptop computer, a desktop computer, a tablet
computer, a multimedia player device, a navigation device,
an educational device (such as a child’s learning toy), a
gaming system, or a control device (e.g., a home or indus-
trial controller). Device 300 typically includes one or more
processing units (CPU’s) 310, one or more network or other
communications interfaces 360, memory 370, and one or
more communication buses 320 for interconnecting these
components. Communication buses 320 optionally include
circuitry (sometimes called a chipset) that interconnects and
controls communications between system components.
Device 300 includes input/output (I/O) interface 330 com-
prising display 340, which is optionally a touch-screen
display. I/O interface 330 also optionally includes a key-
board and/or mouse (or other pointing device) 350 and
touchpad 355, tactile output generator 357 for generating
tactile outputs on device 300 (e.g., similar to tactile output
generator(s) 163 described above with reference to FIG.
1A), sensors 359 (e.g., optical, acceleration, proximity,
touch-sensitive, and/or contact intensity sensors similar to
contact intensity sensor(s) 165 described above with refer-
ence to FIG. 1A). Memory 370 includes high-speed random
access memory, such as DRAM, SRAM, DDR RAM or
other random access solid state memory devices; and option-
ally includes non-volatile memory, such as one or more
magnetic disk storage devices, optical disk storage devices,
flash memory devices, or other non-volatile solid state
storage devices. Memory 370 optionally includes one or
more storage devices remotely located from CPU(s) 310. In
some embodiments, memory 370 stores programs, modules,
and data structures analogous to the programs, modules, and
data structures stored in memory 102 of portable multifunc-
tion device 100 (FIG. 1A), or a subset thereof. Furthermore,
memory 370 optionally stores additional programs, mod-
ules, and data structures not present in memory 102 of
portable multifunction device 100. For example, memory
370 of device 300 optionally stores drawing module 380,
presentation module 382, word processing module 384,
website creation module 386, disk authoring module 388,
and/or spreadsheet module 390, while memory 102 of
portable multifunction device 100 (FIG. 1A) optionally does
not store these modules.

[0156] Each of the above identified elements in FIG. 3A
are, optionally, stored in one or more of the previously
mentioned memory devices. Each of the above identified
modules corresponds to a set of instructions for performing
a function described above. The above identified modules or
programs (e.g., sets of instructions) need not be imple-
mented as separate software programs, procedures or mod-
ules, and thus various subsets of these modules are, option-
ally, combined or otherwise re-arranged in various
embodiments. In some embodiments, memory 370 option-
ally stores a subset of the modules and data structures
identified above. Furthermore, memory 370 optionally
stores additional modules and data structures not described
above.

[0157] FIGS. 3B-3D are block diagrams of example com-
puter systems 301 in accordance with some embodiments.
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[0158] In some embodiments, computer system 301
includes and/or is in communication with:

[0159] input device(s) (302 and/or 307, e.g., a touch-
sensitive surface, such as a touch-sensitive remote
control, or a touch-screen display that also serves as the
display generation component, a mouse, a joystick, a
wand controller, and/or cameras tracking the position
of one or more features of the user such as the user’s
hands);

[0160] virtual/augmented reality logic 303 (e.g., virtual/
augmented reality module 145);

[0161] display generation component(s) (304 and/or
308, e.g., a display, a projector, a heads-up display, or
the like) for displaying virtual user interface elements
to the user;

[0162] camera(s) (e.g., 305 and/or 311) for capturing
images of a field of view of the device, e.g., images that
are used to determine placement of virtual user inter-
face elements, determine an attitude of the device,
and/or display a portion of the physical environment in
which the camera(s) are located; and

[0163] attitude sensor(s) (e.g., 306 and/or 311) for
determining an attitude of the device relative to the
physical environment and/or changes in attitude of the
device.

[0164] Insome computer systems (e.g., 301-a in FIG. 3B),
input device(s) 302, virtual/augmented reality logic 303,
display generation component(s) 304, camera(s) 305; and
attitude sensor(s) 306 are all integrated into the computer
system (e.g., portable multifunction device 100 in FIGS.
1A-1B or device 300 in FIG. 3 such as a smartphone or
tablet).

[0165] Insome computer systems (e.g., 301-b), in addition
to integrated input device(s) 302, virtual/augmented reality
logic 303, display generation component(s) 304, camera(s)
305; and attitude sensor(s) 306, the computer system is also
in communication with additional devices that are separate
from the computer system, such as separate input device(s)
307 such as a touch-sensitive surface, a wand, a remote
control, or the like and/or separate display generation com-
ponent(s) 308 such as virtual reality headset or augmented
reality glasses that overlay virtual objects on a physical
environment.

[0166] Insome computer systems (e.g., 301-c in FIG. 3C),
the input device(s) 307, display generation component(s)
309, camera(s) 311; and/or attitude sensor(s) 312 are sepa-
rate from the computer system and are in communication
with the computer system. In some embodiments, other
combinations of components in computer system 301 and in
communication with the computer system are used. For
example, in some embodiments, display generation compo-
nent(s) 309, camera(s) 311, and attitude sensor(s) 312 are
incorporated in a headset that is either integrated with or in
communication with the computer system.

[0167] In some embodiments, all of the operations
described below with reference to FIGS. 5A1-5A40 and
5B1-5B41 are performed on a single computing device with
virtual/augmented reality logic 303 (e.g., computer system
301-a described below with reference to FIG. 3B). However,
it should be understood that frequently multiple different
computing devices are linked together to perform the opera-
tions described below with reference to FIGS. 5A1-5A40
and 5B 1-5B41 (e.g., a computing device with virtual/
augmented reality logic 303 communicates with a separate
computing device with a display 450 and/or a separate
computing device with a touch-sensitive surface 451). In
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any of these embodiments, the computing device that is
described below with reference to FIGS. 5A1-5A40 and 5B
1-5B41 is the computing device (or devices) that contain(s)
the virtual/augmented reality logic 303. Additionally, it
should be understood that the virtual/augmented reality logic
303 could be divided between a plurality of distinct modules
or computing devices in various embodiments; however, for
the purposes of the description herein, the virtual/augmented
reality logic 303 will be primarily referred to as residing in
a single computing device so as not to unnecessarily obscure
other aspects of the embodiments.

[0168] In some embodiments, the virtual/augmented real-
ity logic 303 includes one or more modules (e.g., one or
more event handlers 190, including one or more object
updaters 177 and one or more GUI updaters 178 as described
in greater detail above with reference to FIG. 1B) that
receive interpreted inputs and, in response to these inter-
preted inputs, generate instructions for updating a graphical
user interface in accordance with the interpreted inputs
which are subsequently used to update the graphical user
interface on a display. In some embodiments, an interpreted
input for an input that has been detected (e.g., by a contact
motion module 130 in FIGS. 1A and 3), recognized (e.g., by
an event recognizer 180 in FIG. 1B) and/or distributed (e.g.,
by event sorter 170 in FIG. 1B) is used to update the
graphical user interface on a display. In some embodiments,
the interpreted inputs are generated by modules at the
computing device (e.g., the computing device receives raw
contact input data so as to identify gestures from the raw
contact input data). In some embodiments, some or all of the
interpreted inputs are received by the computing device as
interpreted inputs (e.g., a computing device that includes the
touch-sensitive surface 451 processes raw contact input data
s0 as to identify gestures from the raw contact input data and
sends information indicative of the gestures to the comput-
ing device that includes the virtual/augmented reality logic
303).

[0169] In some embodiments, both a display and a touch-
sensitive surface are integrated with the computer system
(e.g., 301-a in FIG. 3B) that contains the virtual/augmented
reality logic 303. For example, the computer system may be
a desktop computer or laptop computer with an integrated
display (e.g., 340 in FIG. 3) and touchpad (e.g., 355 in FIG.
3). As another example, the computing device may be a
portable multifunction device 100 (e.g., a smartphone, PDA,
tablet computer, etc.) with a touch screen (e.g., 112 in FIG.
2).

[0170] In some embodiments, a touch-sensitive surface is
integrated with the computer system while a display is not
integrated with the computer system that contains the vir-
tual/augmented reality logic 303. For example, the computer
system may be a device 300 (e.g., a desktop computer or
laptop computer) with an integrated touchpad (e.g., 355 in
FIG. 3) connected (via wired or wireless connection) to a
separate display (e.g., a computer monitor, television, etc.).
As another example, the computer system may be a portable
multifunction device 100 (e.g., a smartphone, PDA, tablet
computer, etc.) with a touch screen (e.g., 112 in FIG. 2)
connected (via wired or wireless connection) to a separate
display (e.g., a computer monitor, television, etc.).

[0171] In some embodiments, a display is integrated with
the computer system while a touch-sensitive surface is not
integrated with the computer system that contains the vir-
tual/augmented reality logic 303. For example, the computer
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system may be a device 300 (e.g., a desktop computer,
laptop computer, television with integrated set-top box) with
an integrated display (e.g., 340 in FIG. 3) connected (via
wired or wireless connection) to a separate touch-sensitive
surface (e.g., a remote touchpad, a portable multifunction
device, etc.). As another example, the computer system may
be a portable multifunction device 100 (e.g., a smartphone,
PDA, tablet computer, etc.) with a touch screen (e.g., 112 in
FIG. 2) connected (via wired or wireless connection) to a
separate touch-sensitive surface (e.g., a remote touchpad,
another portable multifunction device with a touch screen
serving as a remote touchpad, etc.).
[0172] In some embodiments, neither a display nor a
touch-sensitive surface is integrated with the computer sys-
tem (e.g., 301-¢ in FIG. 3C) that contains the virtual/
augmented reality logic 303. For example, the computer
system may be a stand-alone computing device 300 (e.g., a
set-top box, gaming console, etc.) connected (via wired or
wireless connection) to a separate touch-sensitive surface
(e.g., a remote touchpad, a portable multifunction device,
etc.) and a separate display (e.g., a computer monitor,
television, etc.).
[0173] Insome embodiments, the computer system has an
integrated audio system (e.g., audio circuitry 110 and
speaker 111 in portable multifunction device 100). In some
embodiments, the computing device is in communication
with an audio system that is separate from the computing
device. In some embodiments, the audio system (e.g., an
audio system integrated in a television unit) is integrated
with a separate display. In some embodiments, the audio
system (e.g., a stereo system) is a stand-alone system that is
separate from the computer system and the display.
[0174] Attention is now directed towards embodiments of
user interfaces (“UI”) that are, optionally, implemented on
portable multifunction device 100.
[0175] FIG. 4A illustrates an example user interface for a
menu of applications on portable multifunction device 100
in accordance with some embodiments. Similar user inter-
faces are, optionally, implemented on device 300. In some
embodiments, user interface 400 includes the following
elements, or a subset or superset thereof:

[0176] Signal strength indicator(s) for wireless commu-

nication(s), such as cellular and Wi-Fi signals;

[0177] Time;

[0178] a Bluetooth indicator;

[0179] a Battery status indicator;

[0180] Tray 408 with icons for frequently used appli-

cations, such as:

[0181] Icon 416 for telephone module 138, labeled
“Phone,” which optionally includes an indicator 414
of'the number of missed calls or voicemail messages;

[0182] Icon 418 for e-mail client module 140, labeled
“Mail,” which optionally includes an indicator 410
of the number of unread e-mails;

[0183] Icon 420 for browser module 147, labeled
“Browser”; and

[0184] Icon 422 for video and music player module
152, labeled “Music”; and

[0185] Icons for other applications, such as:
[0186] Icon 424 for IM module 141, labeled “Mes-
sages”;
[0187] Icon 426 for calendar module 148, labeled
“Calendar”;
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[0188] Icon 428 for image management module 144,
labeled ‘“Photos”;

[0189] Icon 430 for camera module 143, labeled
“Camera”;
[0190] Icon 432 for online video module 155, labeled

“Online Video”;

[0191] Icon 434 for stocks widget 149-2, labeled
“Stocks”;

[0192] Icon 436 for map module 154, labeled
“Maps”;

[0193] Icon 438 for weather widget 149-1, labeled
“Weather”;

[0194] Icon 440 for alarm clock widget 149-4,

labeled “Clock™;
[0195] Icon 442 for workout support module 142,
labeled “Workout Support™;
[0196] Icon 444 for notes module 153, labeled
“Notes™”; and
[0197] Icon 446 for a settings application or module,
labeled “Settings,” which provides access to settings
for device 100 and its various applications 136.
[0198] It should be noted that the icon labels illustrated in
FIG. 4A are merely examples. For example, other labels are,
optionally, used for various application icons. In some
embodiments, a label for a respective application icon
includes a name of an application corresponding to the
respective application icon. In some embodiments, a label
for a particular application icon is distinct from a name of an
application corresponding to the particular application icon.
[0199] FIG. 4B illustrates an example user interface on a
device (e.g., device 300, FIG. 3A) with a touch-sensitive
surface 451 (e.g., a tablet or touchpad 355, FIG. 3A) that is
separate from the display 450. Although many of the
examples that follow will be given with reference to inputs
on touch screen display 112 (where the touch sensitive
surface and the display are combined), in some embodi-
ments, the device detects inputs on a touch-sensitive surface
that is separate from the display, as shown in FIG. 4B. In
some embodiments, the touch-sensitive surface (e.g., 451 in
FIG. 4B) has a primary axis (e.g., 452 in FIG. 4B) that
corresponds to a primary axis (e.g., 453 in FIG. 4B) on the
display (e.g., 450). In accordance with these embodiments,
the device detects contacts (e.g., 460 and 462 in FIG. 4B)
with the touch-sensitive surface 451 at locations that corre-
spond to respective locations on the display (e.g., in FIG.
4B, 460 corresponds to 468 and 462 corresponds to 470). In
this way, user inputs (e.g., contacts 460 and 462, and
movements thereof) detected by the device on the touch-
sensitive surface (e.g., 451 in FIG. 4B) are used by the
device to manipulate the user interface on the display (e.g.,
450 in FIG. 4B) of the multifunction device when the
touch-sensitive surface is separate from the display. It should
be understood that similar methods are, optionally, used for
other user interfaces described herein.
[0200] Additionally, while the following examples are
given primarily with reference to finger inputs (e.g., finger
contacts, finger tap gestures, finger swipe gestures, etc.), it
should be understood that, in some embodiments, one or
more of the finger inputs are replaced with input from
another input device (e.g., a mouse based input or a stylus
input). For example, a swipe gesture is, optionally, replaced
with a mouse click (e.g., instead of a contact) followed by
movement of the cursor along the path of the swipe (e.g.,
instead of movement of the contact). As another example, a
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tap gesture is, optionally, replaced with a mouse click while
the cursor is located over the location of the tap gesture (e.g.,
instead of detection of the contact followed by ceasing to
detect the contact). Similarly, when multiple user inputs are
simultaneously detected, it should be understood that mul-
tiple computer mice are, optionally, used simultaneously, or
a mouse and finger contacts are, optionally, used simulta-
neously.

[0201] As used herein, the term “focus selector” refers to
an input element that indicates a current part of a user
interface with which a user is interacting. In some imple-
mentations that include a cursor or other location marker, the
cursor acts as a “focus selector,” so that when an input (e.g.,
a press input) is detected on a touch-sensitive surface (e.g.,
touchpad 355 in FIG. 3A or touch-sensitive surface 451 in
FIG. 4B) while the cursor is over a particular user interface
element (e.g., a button, window, slider or other user interface
element), the particular user interface element is adjusted in
accordance with the detected input. In some implementa-
tions that include a touch-screen display (e.g., touch-sensi-
tive display system 112 in FIG. 1A or the touch screen in
FIG. 4A) that enables direct interaction with user interface
elements on the touch-screen display, a detected contact on
the touch-screen acts as a “focus selector,” so that when an
input (e.g., a press input by the contact) is detected on the
touch-screen display at a location of a particular user inter-
face element (e.g., a button, window, slider or other user
interface element), the particular user interface element is
adjusted in accordance with the detected input. In some
implementations, focus is moved from one region of a user
interface to another region of the user interface without
corresponding movement of a cursor or movement of a
contact on a touch-screen display (e.g., by using a tab key or
arrow keys to move focus from one button to another
button); in these implementations, the focus selector moves
in accordance with movement of focus between different
regions of the user interface. Without regard to the specific
form taken by the focus selector, the focus selector is
generally the user interface element (or contact on a touch-
screen display) that is controlled by the user so as to
communicate the user’s intended interaction with the user
interface (e.g., by indicating, to the device, the element of
the user interface with which the user is intending to
interact). For example, the location of a focus selector (e.g.,
a cursor, a contact, or a selection box) over a respective
button while a press input is detected on the touch-sensitive
surface (e.g., a touchpad or touch screen) will indicate that
the user is intending to activate the respective button (as
opposed to other user interface elements shown on a display
of'the device). In some embodiments, a focus indicator (e.g.,
a cursor or selection indicator) is displayed via the display
device to indicate a current portion of the user interface that
will be affected by inputs received from the one or more
input devices.

[0202] In some embodiments, the response of the device
to inputs detected by the device depends on criteria based on
the contact intensity during the input. For example, for some
“light press” inputs, the intensity of a contact exceeding a
first intensity threshold during the input triggers a first
response. In some embodiments, the response of the device
to inputs detected by the device depends on criteria that
include both the contact intensity during the input and
time-based criteria. For example, for some “deep press”
inputs, the intensity of a contact exceeding a second inten-
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sity threshold during the input, greater than the first intensity
threshold for a light press, triggers a second response only
if a delay time has elapsed between meeting the first
intensity threshold and meeting the second intensity thresh-
old. This delay time is typically less than 200 ms (millisec-
onds) in duration (e.g., 40, 100, or 120 ms, depending on the
magnitude of the second intensity threshold, with the delay
time increasing as the second intensity threshold increases).
This delay time helps to avoid accidental recognition of deep
press inputs. As another example, for some “deep press”
inputs, there is a reduced-sensitivity time period that occurs
after the time at which the first intensity threshold is met.
During the reduced-sensitivity time period, the second inten-
sity threshold is increased. This temporary increase in the
second intensity threshold also helps to avoid accidental
deep press inputs. For other deep press inputs, the response
to detection of a deep press input does not depend on
time-based criteria.

[0203] In some embodiments, one or more of the input
intensity thresholds and/or the corresponding outputs vary
based on one or more factors, such as user settings, contact
motion, input timing, application running, rate at which the
intensity is applied, number of concurrent inputs, user
history, environmental factors (e.g., ambient noise), focus
selector position, and the like. Example factors are described
in U.S. patent application Ser. Nos. 14/399,606 and 14/624,
296, which are incorporated by reference herein in their
entireties.

[0204] For example, FIG. 4C illustrates a dynamic inten-
sity threshold 480 that changes over time based in part on the
intensity of touch input 476 over time. Dynamic intensity
threshold 480 is a sum of two components, first component
474 that decays over time after a predefined delay time p1
from when touch input 476 is initially detected, and second
component 478 that trails the intensity of touch input 476
over time. The initial high intensity threshold of first com-
ponent 474 reduces accidental triggering of a “deep press”
response, while still allowing an immediate “deep press”
response if touch input 476 provides sufficient intensity.
Second component 478 reduces unintentional triggering of a
“deep press” response by gradual intensity fluctuations of in
a touch input. In some embodiments, when touch input 476
satisfies dynamic intensity threshold 480 (e.g., at point 481
in FIG. 4C), the “deep press” response is triggered.

[0205] FIG. 4D illustrates another dynamic intensity
threshold 486 (e.g., intensity threshold IT,). FIG. 4D also
illustrates two other intensity thresholds: a first intensity
threshold IT,, and a second intensity threshold IT;. In FIG.
4D, although touch input 484 satisfies the first intensity
threshold IT; and the second intensity threshold IT, prior to
time p2, no response is provided until delay time p2 has
elapsed at time 482. Also in FIG. 4D, dynamic intensity
threshold 486 decays over time, with the decay starting at
time 488 after a predefined delay time p1 has elapsed from
time 482 (when the response associated with the second
intensity threshold IT; was triggered). This type of dynamic
intensity threshold reduces accidental triggering of a
response associated with the dynamic intensity threshold
1T, immediately after, or concurrently with, triggering a
response associated with a lower intensity threshold, such as
the first intensity threshold IT,, or the second intensity
threshold IT;.

[0206] FIG. 4E illustrate yet another dynamic intensity
threshold 492 (e.g., intensity threshold IT,). In FIG. 4E, a
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response associated with the intensity threshold IT; is trig-
gered after the delay time p2 has elapsed from when touch
input 490 is initially detected. Concurrently, dynamic inten-
sity threshold 492 decays after the predefined delay time pl
has elapsed from when touch input 490 is initially detected.
So a decrease in intensity of touch input 490 after triggering
the response associated with the intensity threshold IT,,
followed by an increase in the intensity of touch input 490,
without releasing touch input 490, can trigger a response
associated with the intensity threshold IT, (e.g., at time 494)
even when the intensity of touch input 490 is below another
intensity threshold, for example, the intensity threshold IT;.

User Interfaces and Associated Processes

[0207] Attention is now directed towards embodiments of
user interfaces (“UI”) and associated processes that may be
implemented on a computer system (e.g., portable multi-
function device 100 or device 300) that includes (and/or is
in communication with) a display generation component
(e.g., a display, a projector, a heads-up display, or the like),
one or more cameras (e.g., video cameras that continuously
provide a live preview of at least a portion of the contents
that are within the field of view of the cameras and option-
ally generate video outputs including one or more streams of
image frames capturing the contents within the field of view
of the cameras), and one or more input devices (e.g., a
touch-sensitive surface, such as a touch-sensitive remote
control, or a touch-screen display that also serves as the
display generation component, a mouse, a joystick, a wand
controller, and/or cameras tracking the position of one or
more features of the user such as the user’s hands), option-
ally one or more attitude sensors, optionally one or more
sensors to detect intensities of contacts with the touch-
sensitive surface, and optionally one or more tactile output
generators.

[0208] FIGS. 5A1-5A40 illustrate example user interfaces
for displaying an augmented reality environment and, in
response to different inputs, adjusting the appearance of the
augmented reality environment and/or the appearance of
objects in the augmented reality environment, as well as
transitioning between viewing a virtual model in the aug-
mented reality environment and viewing simulated views of
the virtual model from the perspectives of objects in the
virtual model, in accordance with some embodiments. The
user interfaces in these figures are used to illustrate the
processes described below, including the processes in FIGS.
6A-6D, 7A-7C, and 8A-8C. For convenience of explanation,
some of the embodiments will be discussed with reference
to operations performed on a device with a touch-sensitive
display system 112. Similarly, analogous operations are,
optionally, performed on a computer system (e.g., as shown
in FIG. 5A2) with a headset 5008 and a separate input device
5010 with a touch-sensitive surface in response to detecting
the contacts on the touch-sensitive surface of the input
device 5010 while displaying the user interfaces shown in
the figures on the display of headset 5008, along with a focus
indicator.

[0209] FIGS. 5A1-5A27 illustrate example user interfaces
for displaying an augmented reality environment and, in
response to different inputs, adjusting the appearance of the
augmented reality environment and/or the appearance of
objects in the augmented reality environment, in accordance
with some embodiments.
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[0210] FIGS. 5A1-5A2 illustrate a context in which user
interfaces described with regard to 5A3-5A40 are used.
[0211] FIG. 5A1 illustrates a physical space in which user
5002, table 5004, and a physical building model 5006 are
located. User 5002 holds device 100 to view physical
building model 5006 through the display of device 100 (e.g.,
on touch-sensitive display system 112, sometimes referred
to as “touch-screen display 112,” “touch screen 112,” “dis-
play 112” or “touch-sensitive display 112,” of device 100, as
shown in FIGS. 1A, 4A, 5A4). One or more cameras of
device 100 (sometimes referred to as “a camera” of device
100) continuously provide a live preview of the contents that
are within the field of view of the cameras, including one or
more physical objects in the physical space (e.g., wallpaper
5007 in the room of the physical space, table 5004, etc.).
Device 100 displays an augmented reality environment that
includes a representation of at least a portion of the field of
view of the cameras that includes a physical object (e.g.,
physical building model 5006) and one or more virtual
objects (e.g., a virtual model of the building covering the
physical building model 5006, virtual trees, etc.), and user
5002 uses the touch-screen display of device 100 to interact
with the augmented reality environment.

[0212] FIG.5A2 illustrates an alternative method in which
user 5002 views physical building model 5006 using a
computer system that includes a headset 5008 and a separate
input device 5010 with a touch-sensitive surface. In this
example, headset 5008 displays the augmented reality envi-
ronment and user 5002 uses the separate input device 5010
to interact with the augmented reality environment. In some
embodiments, device 100 is used as the separate input
device 5010. In some embodiments, the separate input
device 5010 is a touch-sensitive remote control, a mouse, a
joystick, a wand controller, or the like. In some embodi-
ments, the separate input device 5010 includes one or more
cameras that track the position of one or more features of
user 5002 such as the user’s hands and movement.

[0213] FIGS. 5A3-5A4 illustrate a view of an augmented
reality environment displayed on touch screen 112 of device
100. FIG. 5A3 illustrates the position of device 100, in
relation to table 5004 and physical building model 5006,
from the perspective of user 5002. FIG. 5A4 shows a closer
view of device 100 from FIG. 5A3. Device 100 displays an
augmented reality environment including a live view of the
physical space as captured by the camera of device 100 and
a virtual user interface object (virtual building model 5012).
Here, virtual building model 5012 is a 3D virtual model of
the physical building model 5006 that appears to be attached
to, or cover, the physical building model 5006 in the field of
view of the camera (e.g., replacing the physical building
model 5006 in the augmented reality environment). The
displayed augmented reality environment also includes vir-
tual objects that do not correspond to physical objects in the
field of view of the camera (e.g., virtual trees, virtual bushes,
a virtual person, and a virtual car) and physical objects that
are in the field of view of the camera (e.g., wallpaper 5007).
In some embodiments, device 100 displays one or more
buttons (e.g., button 5014, button 5016, and button 5018,
sometimes called virtual buttons or displayed buttons) for
interacting with the augmented reality environment (e.g., as
discussed below with respect to FIGS. 5A25-5A27).

[0214] FIGS. 5A5-5A6 illustrate a different view of the
augmented reality environment displayed on touch screen
112 of device 100, after user 5002 has moved from the front
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of'table 5004 (e.g., as shown in FIG. 5A3) to the side of table
5004 (e.g., as shown in FIG. 5A5). FIG. 5AS illustrates the
position of device 100, in relation to table 5004 and physical
building model 5006, from the perspective of user 5002.
FIG. 5A6 shows a closer view of device 100 from FIG. 5AS.
As shown in FIGS. 5A5-5A6, virtual building model 5012
remains anchored to physical building model 5006, and the
view of virtual building model 5012 changes as the location,
shape, and/or orientation of physical building model 5006
changes in the field of view of the camera.

[0215] FIGS. 5A7-5A14 illustrate adjusting an appearance
of virtual building model 5012 in the augmented reality
environment based on a combination of movement of a
contact on touch screen 112 and movement of device 100.
Reference box 5019 illustrates the position of device 100, in
relation to table 5004 and physical building model 5006,
from the perspective of user 5002.

[0216] In FIG. 5A7, device 100 displays an augmented
reality environment when device 100 is in a first position
relative to table 5004 and physical building model 5006
(e.g., as shown in reference box 5019). In FIG. 5A8, device
100 detects an input on virtual building model 5012 (e.g., by
detecting a touch input by contact 5020-a on the roof of
virtual building model 5012). In FIGS. 5A9-5A11, while
continuing to detect the input (e.g., while contact 5020 is
maintained on touch screen 112), device 100 detects move-
ment of the input relative to physical building model 5006
(e.g., a drag gesture by contact 5020) and adjusts the
appearance of virtual building model 5012 (e.g., lifting
virtual roof 5012-a up from the virtual building model) in
accordance with a magnitude of movement of the input
relative to physical building model 5006. In FIG. 5A9, when
contact 5020-5 has moved a relatively small amount, virtual
roof 5012-a is lifted by a corresponding small amount. In
FIG. 5A10, when contact 5020-c has moved a larger
amount, virtual roof 5012-a is lifted by a corresponding
larger amount. In some embodiments, as shown in FIG. SA
1, as virtual roof 5012-a continues to lift up, floors of the
virtual building model 5012 lift up and expand (e.g., show-
ing virtual first floor 5012-d, virtual second floor 5012-¢, and
virtual third floor 5012-56). As shown in FIGS. 5A9-5A11, as
contact 5020 moves up, device 100 updates the display of
virtual building model 5012 so as to maintain display of the
initial contact point on virtual roof 5012-a at the location of
contact 5020.

[0217] In FIGS. 5A12-5A13, while contact 5020-d is
maintained and kept stationary on touch screen 112, device
100 detects movement of device 100 in physical space (e.g.,
movement 5022, from a first position that is lower relative
to physical building model 5006, as shown in reference box
5019 in FIG. 5A12, to a second position that is higher
relative to physical building model 5006, as shown in
reference box 5019 in FIG. 5A13). In response to the
movement of the input (from movement of device 100 in
physical space), device 100 adjusts the appearance of virtual
building model 5012 by lifting virtual roof 5012-g further up
in accordance with the magnitude of the movement. In some
embodiments, as shown in FIG. 5A13, the virtual roof
5012-a is displayed at a location beyond a maximum limit
of the resting state of virtual roof 5012-a when the appear-
ance of virtual model 5012 is adjusted in accordance with
the magnitude of the movement.

[0218] InFIG.5A14, device 100 ceases to detect the input
(e.g., contact 5020 lifts off) and displays virtual roof 5012-a
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at a location corresponding to the maximum limit of the
resting state. In some embodiments, device 100 displays an
animated transition (e.g., from FIG. 5A13 to FIG. 5A14)
from the virtual roof 5012-a at the location beyond the
maximum limit of the resting state (e.g., in FIG. 5A13) to the
location corresponding to the maximum limit of the resting
state (e.g., in FIG. 5A14).

[0219] FIGS. 5A15-5A16 illustrate movement of device
100 in physical space (e.g., movement 5024) when no input
is detected on touch screen 112 (e.g., no touch input by a
contact is detected on touch screen 112). Since no input is
detected, movement of device 100 changes the field of view
of'the camera of device 100 from a first position that is lower
relative to physical building model 5006 (e.g., as shown in
reference box 5019 in FIG. 5A15) to a second position that
is higher relative to physical building model 5006 (e.g., as
shown in reference box 5019 in FIG. 5A16), without adjust-
ing the appearance of virtual building model 5012.

[0220] In contrast to FIGS. 5A15-5A16, FIGS. 5A17-
5A18 illustrate movement of device 100 in physical space
(e.g., movement 5028) when an input is detected on touch
screen 112 (e.g., touch input by contact 5026-a is detected
on touch screen 112). While continuing to detect the input
(e.g., while contact 5026-¢ is maintained and kept stationary
on touch screen 112), device 100 detects movement of
device 100 in physical space (from a first position that is
lower relative to physical building model 5006, as shown in
reference box 5019 in FIG. 5A17, to a second position that
is higher relative to physical building model 5006, as shown
in reference box 5019 in FIG. 5A18). In response to the
movement of the input (from movement of device 100 in
physical space), device 100 adjusts the appearance of virtual
building model 5012 by lifting virtual roof 5012-a up in
accordance with the magnitude of the movement.

[0221] In FIGS. 5A19-5A20, while continuing to detect
the input (e.g., while contact 5026 is maintained on touch
screen 112), device 100 detects movement of the input
relative to physical building model 5006 (e.g., a drag gesture
by contact 5026) and adjusts the appearance of virtual
building model 5012 (e.g., lifting virtual roof 5012-a up
further from the virtual building model 5012) in accordance
with a magnitude of movement of the input relative to
physical building model 5006. In some embodiments, as
shown in FIG. 5A20, as virtual roof 5012-a continues to lift
up, floors of the virtual building model 5012 lift up and
expand (e.g., showing first floor 5012-d, second floor 5012-
¢, and third floor 5012-5).

[0222] As shownin FIGS. 5A17-5A20, as the input moves
up (whether the movement of the input is due to movement
of device 100 while the contact (e.g., contact 5026-a) is
maintained and kept stationary on touch screen 112 or
whether the movement of the input is due to movement of
the contact across touch screen 112 while device 100 is held
substantially stationary in the physical space), device 100
updates the display of virtual building model 5012 so as to
maintain display of the initial contact point on virtual roof
5012-a at the location of contact 5026.

[0223] FIGS. 5A21-5A24 illustrate changing a virtual
environment setting (e.g., time of day) for the augmented
reality environment in response to an input to navigate
through time in the augmented reality environment. In FIGS.
5A21-5A24, device 100 detects an input (e.g., a swipe
gesture from left to right by contact 5030) that changes the
virtual environment setting and in response, device 100
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changes the time of day in the augmented reality environ-
ment (e.g., by adjusting the appearance of virtual building
model 5012 and applying a filter to the portion of the
representation of the field of view of the camera that is not
obscured by virtual building model 5012). In FIG. 5A21, the
time of day in the augmented reality environment is morn-
ing, with the shadows of virtual building model 5012 and the
shadows of virtual objects (e.g., virtual trees, virtual bushes,
a virtual person, and a virtual car) to the right of the objects.
As contact 5030 moves from left to right, the time of day in
the augmented reality environment changes from morning to
night (e.g., in accordance with the speed and/or distance of
the input movement) (e.g., changing from morning in FIG.
5A21 to midday in FIG. 5A22 to afternoon in SA23 to night
in FIG. 5A24). In some embodiments, device 100 applies a
filter to the portions of the live view that are not obscured by
the virtual scene (e.g., to wallpaper 5007) in addition to
adjusting the appearance of the virtual scene. For example,
in FIG. 5A24 (e.g., when the virtual environment setting is
changed to night mode), a different filter is applied to
wallpaper 5007 (e.g., illustrated by a first shading pattern) in
addition to adjusting the appearance of the virtual scene for
night mode (e.g., illustrated by a second shading pattern).

[0224] FIGS. 5A25-5A27 illustrate changing the virtual
environment setting for the augmented reality environment
in response to an input (e.g., a tap input on a displayed
button) that switches between different virtual environments
for the virtual user interface object (e.g., virtual building
model 5012), where different virtual environments are asso-
ciated with different interactions for exploring the virtual
user interface object (e.g., predefined virtual environments
such as landscape view, interior view, day/night view). In
FIG. 5A25, landscape button 5014 is selected, and the
landscape view for virtual building model 5012 is displayed
(e.g., with virtual trees, virtual bushes, a virtual person, and
a virtual car). In FIGS. 5A26-5A27, device 100 detects an
input on interior button 5016, such as a tap gesture by
contact 5032, and in response, displays the interior view for
virtual building model 5012 (e.g., with no virtual trees, no
virtual bushes, no virtual person, and no virtual car, but
instead showing an expanded view of virtual building model
5012 with virtual first floor 5012-d, virtual second floor
5012-c, virtual third floor 5012-5, and virtual rootf 5012-a).
In some embodiments, when the virtual environment setting
is changed (e.g., to the interior view), the surrounding
physical environment is blurred out (e.g., using a filter). For
example, although not shown in FIG. 5A27, in some
embodiments, wallpaper 5007 is blurred out when the vir-
tual environment setting is changed to the interior view.

[0225] FIGS. 5A28-5A40 illustrate example user inter-
faces for transitioning between viewing a virtual model in
the augmented reality environment and viewing simulated
views of the virtual model from the perspectives of objects
in the virtual model, in accordance with some embodiments.

[0226] FIG. 5A28, like FIG. 5A4, illustrates a view of an
augmented reality environment displayed on touch screen
112 of device 100, including a live view of the physical
space as captured by the camera of device 100, virtual
building model 5012, virtual vehicle 5050, and virtual
person 5060. In addition, reference box 5019 in FIG. 5A28
illustrates the position of device 100 relative to table 5004
and physical building model 5006, from the perspective of
user 5002 (e.g., as shown in FIGS. 5A1 and 5A2).
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[0227] FIGS. 5A29-5A31 illustrate a transition from FIG.
5A28. In particular, FIGS. 5A29-5A31 illustrate a transition
from a view of the augmented reality environment (e.g.,
shown in FIG. 5A28) to a simulated view of the virtual
model from the perspective of virtual vehicle 5050 in the
virtual model.

[0228] FIG. 5A29 shows input 5052 detected at a location
that corresponds to vehicle 5050 (e.g., a tap gesture on touch
screen 112 of device 100, or selection using a separate input
device along with a focus indicator).

[0229] FIGS. 5A30-5A31 illustrate the transition from the
view of the augmented reality environment to a simulated
view of the virtual model from the perspective of vehicle
5050, displayed in response to detecting input 5052. In
particular, FIG. 5A30 illustrates the view shown on device
100 during an animated transition from the view shown in
FIG. 5A29 to the simulated perspective view from vehicle
5050 (e.g., from the perspective of a person, such as a driver
or passenger, inside vehicle 5050), and FIG. 5A31 illustrates
the simulated perspective view from vehicle 5050.

[0230] Insome embodiments, the transition from the view
of the augmented reality environment to the simulated
perspective view includes an animated transition. Option-
ally, the transition includes an animation of flying from the
position of viewing the augmented reality environment to
the position of vehicle 5050 (e.g., the position of a person
inside vehicle 5050). For example, FIG. 5A30 shows a view
of the virtual model from a position between the position of
the user in FIG. 5A29 and the position of vehicle 5050 (e.g.,
partway through the animated transition), even though the
user has not moved device 100 (e.g., the position of device
100 relative to physical building model 5006 as shown in
reference box 5019 in FIG. 5A30 is the same as in FIG.
5A29).

[0231] Insome embodiments, portions of the field of view
of device 100 (e.g., the cameras of device 100) continue to
be displayed during the animated transition to the perspec-
tive view from vehicle 5050. For example, as shown in FIG.
5A30, wallpaper 5007 and the edge of table 5004 are
displayed during the animated transition to the simulated
perspective view (e.g., as if viewed from the position
corresponding to the view shown in FIG. 5A30, between the
position of the user in FIG. 5A29 and the position of vehicle
5050). In some embodiments, the field of view of the
cameras ceases to be displayed during the animated transi-
tion to the perspective view from vehicle 5050 (e.g., wall-
paper 5007 and the edge of table 5004 are not displayed
during the animated transition, and optionally, correspond-
ing portions of the virtual model are displayed instead).

[0232] InFIG. 5A31, the simulated perspective view from
vehicle 5050, also shows control 5054, including directional
arrows (up, down, left, and right) for controlling movement
(e.g., direction of movement) of vehicle 5050 (e.g., the
virtual object from which the simulated perspective view is
displayed). In the example shown in FIG. 5A31, up-arrow
5056 controls forward movement of vehicle 5050. Thus, in
some embodiments, the user can control the movement of a
respective virtual object (e.g., vehicle 5050), while the
simulated view from the perspective of that virtual object is
displayed. In some embodiments, the user cannot control the
movement of the respective virtual object (e.g., virtual
vehicle 5050 and/or virtual person 5060) in the virtual
model, while the view of the augmented reality environment
is displayed. For example, in some embodiments, the user
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cannot control the movement of vehicle 5050 in the view of
the augmented reality environment in FIG. 5A28. In some
embodiments, vehicle 5050 moves autonomously in the
virtual model while the view of the augmented reality
environment (e.g., FIG. 5A28) is displayed.

[0233] FIGS. 5A32-5A33 illustrate a transition from FIG.
5A31. In particular, FIGS. 5A32-5A33 illustrate user-con-
trolled movement of vehicle 5050 in the virtual model. FIG.
5A32 shows input 5058 detected at a location that corre-
sponds to up-arrow 5056 (shown in FIG. 5A31) of control
5054. In response to input 5058 on up-arrow 5056, vehicle
5050 moves forward in the virtual model. Accordingly, FIG.
5A33 illustrates that an updated simulated perspective view
of the virtual model, corresponding to forward movement of
vehicle 5050 in the virtual model, is displayed. For example,
in the updated simulated perspective view in FIG. 5A33, less
of virtual building model 5012 is visible, and person 5060
appears closer than in FIG. 5A32.

[0234] FIGS. 5A34-5A35 illustrate a transition from FIG.
5A33. In particular, FIGS. 5A34-5A35 illustrate a transition
from the simulated view of the virtual model from the
perspective of vehicle 5050 to a simulated view of the virtual
model from the perspective of virtual person 5060. FIG.
5A34 shows input 5062 detected at a location that corre-
sponds to person 5060. FIG. 5A35 illustrates a simulated
view of the virtual model from the perspective of person
5060, displayed in response to detecting input 5062. In some
embodiments, device 100 displays an animated transition
between the simulated perspective view from vehicle 5050
and the simulated perspective view from person 5060 (e.g.,
as if the user were moving from the position of vehicle 5050
(e.g., within vehicle 5050) to the position of person 5060).
[0235] FIGS. 5A36-5A37 illustrate a transition from FIG.
5A35. In particular, FIGS. 5A36-5A37 illustrate changing
the view of the virtual model from the perspective of person
5060 (e.g., the selected virtual object) in response to move-
ment of device 100 (e.g., in physical space).

[0236] FIG. 5A36 shows arrow 5064 indicating movement
of device 100 toward the left, and rotation of device 100
about a z-axis (e.g., such that the right edge of device 100
moves closer to the user, and the left edge of device 100
moves further away from the user). FIG. 5A37 shows an
updated simulated perspective view of the virtual model
from the perspective of person 5060, displayed in response
to detecting the movement of device 100. The updated
simulated perspective view in FIG. 5A37 corresponds to the
view of the virtual model as if person 5060 moved toward
the left and turned his head slightly toward the right relative
to his position in FIG. 5A36. Reference box 5019 in FIG.
5A37 shows the new position of device 100 relative to
physical building model 5006 after device 100 is moved as
indicated by arrow 5064.

[0237] In some embodiments, control 5054 (shown, for
example, in FIG. 5A31, but not shown in FIGS. 5A35,
5A36) is displayed while displaying the simulated view
from the perspective of person 5060, so that, while the
simulated view from the perspective of person 5060 is
displayed (e.g., FIG. 5A35), the user can control movement
of person 5060 in the virtual model using the arrows on
control 5054.

[0238] FIGS. 5A38-5A40 illustrate a transition from FIG.
5A37. In particular, FIGS. 5A38-5A40 illustrate a transition
from the simulated perspective view shown in FIG. 5A37
back to a view of the augmented reality environment.
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[0239] FIG. 5A38 shows input 5066. In the example
shown in 5A38, input 5066 is a pinch gesture (e.g., from a
minimum zoom level for the simulated perspective view of
the virtual model). In some embodiments, input 5066 is a
gesture (e.g., a tap) on an “empty” location in the virtual
model (e.g., a location from which a simulated perspective
view is not available, such as a patch of grass). In some
embodiments, input 5066 is a gesture (e.g., a tap) on an
affordance for displaying, or redisplaying, the augmented
reality environment (e.g., an icon, such as an “X”, for exiting
the simulated perspective view).

[0240] FIGS. 5A39-5A40 illustrate the transition from the
simulated view of the virtual model from the perspective of
person 5060 to a view of the augmented reality environment,
displayed in response to detecting input 5066. In particular,
FIG. 5A39 illustrates the view shown on device 100 during
an animated transition from the view shown in FIG. 5A38 to
the view of the augmented reality environment, and FIG.
5A40 illustrates the view of the augmented reality environ-
ment. In some embodiments, the transition from the simu-
lated perspective view to the view of the augmented reality
environment includes an animated transition that optionally
includes an animation of flying from the position of the
virtual object (from which the simulated perspective view is
shown) to the position of viewing the augmented reality
environment.

[0241] Because device 100 is at a different position rela-
tive to physical building model 5006 in FIG. 5A38-5A40
than in FIGS. 5A28-5A30, the view of the augmented reality
as shown in FIG. 5A40 corresponds to the new position of
device 100 and is different from that shown in FIG. 5A28.
Similarly, FIG. 5A39 shows a view of the virtual model from
a position between the position of person 5060 in FIG. 5A38
and the position of the user in FIG. 5A40 (e.g., partway
through the animated transition), even though the user has
not moved device 100 (e.g., the position of device 100
relative to physical building model 5006 as shown in refer-
ence box 5019 is the same in each of FIGS. 5A38-5A40).
[0242] Similar to the animated transition to the simulated
perspective view, described above with reference to FIGS.
5A29-5A31, in some embodiments, portions of the field of
view of device 100 (e.g., the cameras of device 100) are
visible during the animated transition from the simulated
perspective view to the view of the augmented reality
environment. For example, as shown in FIG. 5A39, wall-
paper 5007 is displayed during the animated transition from
the simulated perspective view (e.g., as if viewed from the
position corresponding to the view shown in FIG. 5A39,
between the position of person 5060 and the position of the
user in FIG. 5A40). In some embodiments, the field of view
of the cameras ceases to be displayed during the animated
transition to the view of the augmented reality environment
(e.g., wallpaper 5007 is not displayed during the animated
transition, and optionally, corresponding portions of the
virtual model are displayed instead).

[0243] FIGS. 5B 1-5B41 illustrate examples of systems
and user interfaces for three-dimensional manipulation of
virtual user interface objects, in accordance with some
embodiments. The user interfaces in these figures are used to
illustrate the processes described below, including the pro-
cesses in FIGS. 6A-6D, 7A-7C, and 8A-8C. For conve-
nience of explanation, some of the embodiments will be
discussed with reference to operations performed on a
device with a touch-sensitive display system 112. Similarly,
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analogous operations are, optionally, performed on a com-
puter system (e.g., as shown in FIG. 5B2) with a headset
5008 and a separate input device 5010 with a touch-sensitive
surface in response to detecting the contacts on the touch-
sensitive surface of the input device 5010 while displaying
the user interfaces shown in the figures on the display of
headset 5008, along with a focus indicator.

[0244] FIGS. 5B 1-5B4 illustrate a context in which user
interfaces described with regard to 5B5-5B41 are used.
[0245] FIG. 5B1 illustrates physical space 5200 in which
a user 5202 and a table 5204 are located. Device 100 is held
by user 5202 in the user’s hand 5206. A reference mat 5208
is located on table 5204.

[0246] FIG. 5B2 shows a view of virtual-three dimen-
sional space displayed on display 112 of device 100. Ref-
erence mat 5208 is in the field of view of one or more
cameras (e.g., optical sensors 164) of device 100 (hereinafter
referred to as “a camera,” which indicates one or more
cameras of device 100). Display 112 shows a live view of the
physical space 5200 as captured by the camera, including a
displayed version 52085 of physical reference mat 5208a. A
virtual user interface object (virtual box 5210) is displayed
in virtual-three dimensional space displayed on display 112.
In some embodiments, virtual box 5210 is anchored to
reference mat 52085, such that a view of virtual box 5210
will change as the displayed view 52085 of the reference mat
changes in response to movement of reference mat 5208q in
physical space 5200 (e.g., as shown in FIGS. 5B2-5B3).
Similarly, a view of virtual box 5210 will change as a view
of the displayed version 52085 changes in response to
movement of device 100 relative to reference mat 5208a.
[0247] In FIG. 5B3, the reference mat 5208 has been
rotated such that the longer side of reference mat 5208a is
adjacent to device 100 (whereas in FIG. 5B2 the shorter side
of reference mat 5208a was adjacent to device 100). The
rotation of the displayed version 52086 of reference mat
from FIGS. 5B2 to 5B3 occurs as a result of the rotation of
the reference mat 5208« in physical space 5200.

[0248] In FIGS. 5B3-5B4, the device 100 has moved
closer to reference mat 5208a. As a result, the sizes of the
displayed version 52085 of the reference mat and virtual box
5210 have increased.

[0249] FIGS. 5B5-5B41 show a larger view of device 100
and, to provide a full view of the user interface displayed on
display 112, do not show the user’s hands 5206.

[0250] FIG. 5BS5 illustrates a user interface, displayed on
display 112, for creating and adjusting virtual user interface
objects. The user interface includes an avatar 5212, a toggle
5214 (e.g., for toggling between a virtual reality display
mode and an augmented reality display mode), a new object
control 5216 (e.g., for adding a new object 5216 to the
virtual three-dimensional space displayed by display 112), a
color selection palette 5218 that includes a number of
controls that correspond to available colors (e.g., for select-
ing a color for a virtual object), and a deletion control 5220
(e.g., for removing a virtual user interface object from the
virtual three-dimensional space). In FIG. 5B5, toggle 5214
indicates that a current display mode is an augmented reality
display mode (e.g., display 112 is displaying virtual box
5210 and a view of physical space 5200 as captured by a
camera of device 100). FIGS. 5B37-5B39 illustrate a virtual
reality display mode. In FIGS. 5B37-5B39, the appearance
of toggle 5214 is altered to indicate that a virtual reality
display mode is active (and that input at the toggle 5214 will
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cause a transition from the virtual reality display mode to the
augmented reality display mode).

[0251] FIGS. 5B6-5B17 illustrate inputs that cause move-
ment of virtual box 5210.

[0252] In FIG. 5B6, an input (e.g., a selection and move-
ment input) by a contact 5222 (e.g., a contact with touch-
sensitive display 112) is detected on a first surface 5224 of
virtual box 5210. When a surface of virtual box 5210 is
selected, movement of virtual box 5210 is limited to move-
ment in a plane that is parallel to the selected surface. In
response to detection of the contact 5222 that selects the first
surface 5224 of virtual box 5210, movement projections
5226 are shown extending from virtual box 5210 to indicate
the plane of movement of virtual box 5210 (e.g., a plane of
movement that is parallel to the selected first surface 5224
of virtual box 5210).

[0253] In FIGS. 5B6-5B7, the contact 5222 has moved
along the surface of touch-sensitive display 112 in a direc-
tion indicated by arrow 5228. In response to the movement
of the contact 5222, virtual box 5210 has moved within the
plane indicated by the movement projections 5226 in the
direction indicated by arrow 5228. In FIGS. 5B7-5B8, the
contact 5222 has moved along the surface of touch-sensitive
display 112 in a direction indicated by arrow 5230. In
response to the movement of the contact 5222, virtual box
5210 has moved within the plane indicated by the movement
projections 5226 in the direction indicated by arrow 5230. In
FIG. 5B9, the contact 5222 has lifted off of touch-sensitive
display 112, and movement projections 5226 are no longer
displayed.

[0254] In FIG. 5B10, an input (e.g., a selection and
movement input) by a contact 5232 is detected on a second
surface 5234 of virtual box 5210. In response to detection of
the contact 5232 that selects the second surface 5234 of
virtual box 5210, movement projections 5236 are shown
extending from virtual box 5210 to indicate the plane of
movement of virtual box 5210 (e.g., a plane of movement
that is parallel to the selected second surface 5234 of virtual
box 5210).

[0255] In FIGS. 5B 10-5B11, the contact 5232 has moved
along the surface of touch-sensitive display 112 in a direc-
tion indicated by arrow 5238. In response to the movement
of the contact 5232, virtual box 5210 has moved within the
plane indicated by the movement projections 5236 in the
direction indicated by arrow 5238. As virtual box 5210
moves upward such that it is hovering over displayed
reference mat 5208b, shadow 5240 of virtual box 5210 is
displayed to indicate that the virtual box 5210 is hovering.
[0256] In FIGS. 5B11-5B12, the contact 5232 has moved
along the surface of touch-sensitive display 112 in a direc-
tion indicated by arrow 5242. In response to the movement
of the contact 5232, virtual box 5210 has moved within the
plane indicated by the movement projections 5236 in the
direction indicated by arrow 5242. In FIG. 5B 13, the
contact 5232 has lifted off of touch-sensitive display 112 and
movement projections 5236 are no longer displayed.
[0257] In FIG. 5B14, an input (e.g., a selection and
movement input) by a contact 5233 is detected on the first
surface 5224 of virtual box 5210. In response to detection of
the contact 5233 that selects the first surface 5224 of virtual
box 5210, movement projections 5237 are shown extending
from virtual box 5210 to indicate the plane of movement of
virtual box 5210 (e.g., a plane of movement that is parallel
to the selected first surface 5224 of virtual box 5210).
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[0258] In FIGS. 5B14-5B15, the contact 5233 has moved
along the surface of touch-sensitive display 112 in a direc-
tion indicated by arrow 5239. In response to the movement
of the contact 5233, virtual box 5210 has moved within the
plane indicated by the movement projections 5237 in the
direction indicated by arrow 5238. The movement of contact
5232 illustrated in FIGS. 5B10-5B 11 is in the same direc-
tion as the movement of contact 5233 illustrated in FIGS.
5B14-5B15. Because the movement of contact 5232 occurs
while second surface 5234 of virtual box 5210 is selected,
the plane of movement of virtual box 5210 in FIGS. 5B10-
5B 11 differs from the plane of movement of virtual box
5210 in FIGS. 5B14-5B15, in which the movement of
contact 5233 occurs while first surface 5224 of virtual box
5210 is selected. In this manner, a selection and movement
input with the same direction of movement of the input
causes different movement of the virtual box 5210 depend-
ing on the surface of the virtual box 5210 that is selected.
[0259] In FIGS. 5B15-5B16, the contact 5233 has moved
along the surface of touch-sensitive display 112 in a direc-
tion indicated by arrow 5243. In response to the movement
of the contact 5233, virtual box 5210 has moved within the
plane indicated by the movement projections 5237 in the
direction indicated by arrow 5243. In FIG. 5B 17, the
contact 5233 has lifted off of touch-sensitive display 112 and
movement projections 5237 are no longer displayed.
[0260] FIGS. 5B18-5B21 illustrate inputs that cause resiz-
ing of virtual box 5210.

[0261] In FIG. 5B18, an input (e.g., a resizing input) by
contact 5244 is detected on the first surface 5224 of virtual
box 5210. In some embodiments, when a contact remains at
a location that corresponds to a surface of a virtual object for
a period of time that increases above a resizing time thresh-
old, subsequent movement of the contact (and/or movement
of the device 100) causes resizing of the virtual object. In
FIG. 5B 19, contact 5244 has remained in contact with the
first surface 5224 of virtual box 5210 for a period of time
that has increased above the resizing time threshold, and
resizing projections 5246 are shown to indicate an axis (that
is perpendicular to the selected first surface 5224) along
which virtual box 5210 will be resized in response to
subsequent movement of the contact 5244.

[0262] In FIGS. 5B 19-FIG. 5B20, contact 5244 has
moved along a path indicated by arrow 5248. In response to
the movement of the contact 5244, the size of virtual box
5210 has increased along the axis indicated by the resizing
projections 5246 in the direction indicated by arrow 5248. In
FIG. 5B21, the contact 5244 has lifted off of touch-sensitive
display 112, and projections 5246 are no longer displayed.
[0263] FIGS. 5B22-5B27 illustrate placement of an object
insertion cursor and placement of a virtual box using an
insertion cursor.

[0264] InFIG.5B22, aninput (e.g., a tap input) by contact
5250 is detected at a location that corresponds to the
displayed version 52085 of physical reference mat 5208a. In
response to detection of the contact 5250, an insertion cursor
5252 is displayed at a location on display 112 that corre-
sponds to the contact 5250; in FIG. 5B23, the contact 5250
has lifted off of touch-sensitive display 112 and insertion
cursor 5252 is shown. In some embodiments, the insertion
cursor 5252 ceases to be displayed after a predetermined
period of time. In FIG. 5B24, insertion cursor 5252 has
ceased to be displayed and an input (e.g., a tap input) by a
contact 5254 is detected at a location that is different from
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the location where insertion cursor 5252 had been shown (as
indicated in FIG. 5B23). In response to detection of the
contact 5254, a new insertion cursor 5256 is displayed at a
location on display 112 that corresponds to the contact 5254.
In FIG. 5B25, the contact 5254 has lifted off of touch-
sensitive display 112 and insertion cursor 5256 is shown.
[0265] In FIG. 5B26, insertion cursor 5256 has ceased to
be displayed and an input (e.g., a tap input) by a contact
5258 is detected at a location that corresponds to the location
where insertion cursor 5256 had been shown (as indicated in
FIG. 5B25). In response to detection of the contact 5258 at
the location where an insertion cursor had been placed, a
new virtual user interface object (virtual box 5260) is
displayed on display 112 at a location that corresponds to
contact 5258. In FIG. 5B27, the contact 5258 has lifted off
of touch-sensitive display 112.

[0266] FIGS. 5B28-5B31 illustrate resizing of virtual box
5260 by movement of device 100.

[0267] In FIG. 5B28, an input (e.g., a resizing input) by
contact 5262 with touch-sensitive display 112 is detected on
a surface 5264 of virtual box 5260. In FIG. 5B29, contact
5262 has remained in contact with surface 5264 of virtual
box 5260 for a period of time that has increased above the
resizing time threshold, and resizing projections 5266 are
shown to indicate an axis (that is perpendicular to the
selected surface 5264) along which virtual box 5260 will be
resized in response to subsequent movement of the device
100. In FIGS. 5B29-5B30, device 100 moves along a path
indicated by arrow 5268 while contact 5262 remains in
contact with touch-sensitive display 112. In response to the
movement of the device 100, the size of virtual box 5260
increases along the axis indicated by resizing projections
5266, as shown in FIG. 5B30. In FIG. 5B31, the contact
5262 has lifted off of touch-sensitive display 112 and resiz-
ing projections 5266 are no longer displayed.

[0268] FIGS. 5B32-5B35 illustrate insertion of a new
virtual object using new object control 5216.

[0269] InFIG. 5B32, an input (e.g., a tap input) by contact
5270 is detected at a location on the displayed version 52085
of physical reference mat 5208a. In response to detection of
the contact 5270, an insertion cursor 5272 is displayed at a
location on display 112 that corresponds to the contact 5270.
In FIG. 5B33, the contact 5270 has lifted off of touch-
sensitive display 112 and insertion cursor 5272 is shown. In
FIG. 5B34, insertion cursor 5272 has ceased to be displayed
and an input by contact 5274 with touch-sensitive display
112 (e.g., a tap input) is detected at a location that corre-
sponds to new object control 5216. In FIG. 5B35, in
response to the input at new object control 5216 (e.g., after
placement of the insertion cursor 5272), a new virtual user
interface object (virtual box 5276) is displayed on display
112 at a location that corresponds to the location where
insertion cursor 5272 was shown.

[0270] FIGS. 5B36-5B37 illustrate a pinch-to-zoom input
that causes a transition from an augmented reality display
mode to a virtual reality display mode. FIGS. 5B39-5B40
illustrate an input at toggle 5214 for returning from the
virtual reality display mode to the augmented reality display
mode.

[0271] In FIG. 5B36, contacts 5278 and 5280 with touch-
sensitive display 112 are simultaneously detected. A pinch
gesture is detected in which contacts 5278 and 5280 are
moved simultaneously along the paths indicated by arrows
5282 and 5284, respectively, as indicated in FIGS. 5B36-
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5B37. In response to detecting the pinch gesture, the display
of virtual boxes 5210, 5260, and 5276 is zoomed (e.g.,
zoomed out, such that the displayed sizes of the virtual
boxes 5210, 5260, and 5276 become smaller). In some
embodiments, the gesture for zooming causes a transition
from an augmented reality display mode to a virtual reality
display mode (e.g., because the zoomed view of the boxes
no longer aligns with the field of view of the camera of
device 100). In some embodiments, in a virtual reality
display mode, physical objects in the field of view of the
camera of device 100 (e.g., reference mat 5208) cease to be
displayed, or a virtual (rendered) version of one or more of
the physical objects are displayed.

[0272] In some embodiments, in a virtual reality display
mode, virtual objects displayed by device 100 are locked to
the frame of reference of the device 100. In FIGS. 5B37-
5B38, the position of device 100 has changed. Because
device 100 is in a virtual reality display mode, the positions
of virtual boxes 5210, 5260, and 5276 have not changed in
response to the changed position of device 100.

[0273] InFIG. 5B39, an input (e.g., a tap input) by contact
5286 is detected at a location that corresponds to toggle
5214. In response to the input by contact 5286, a transition
from the virtual reality display mode to the augmented
reality display mode occurs. FIG. 5B40 illustrates the user
interface, displayed on display 112, after the transition to the
augmented reality display mode in response to the input by
contact 5286. The transition includes re-displaying the field
of view of the camera of device 100 (e.g., re-displaying the
displayed view 520856 of the reference mat). In some
embodiments, the transition includes zooming (e.g., zoom-
ing in) the display of virtual boxes 5210, 5260, and 5276
(e.g., to realign the boxes with the field of view of the
camera of device 100).

[0274] In some embodiments, in an augmented reality
display mode, virtual objects displayed by device 100 are
locked to physical space 5200 and/or a physical object (e.g.,
reference mat 5208) in physical space 5200. In FIGS.
5B40-5B41, the position of device 100 has changed.
Because device 100 is in an augmented reality display mode,
the virtual boxes 5210, 5260, and 5276 are locked to the
reference mat 5208a and the positions of the virtual boxes on
the display 112 are changed in response to the changed
position of device 100.

[0275] FIGS. 5C1-5C30 illustrate examples of systems
and user interfaces for transitioning between viewing modes
of a displayed simulated environment, in accordance with
some embodiments. The user interfaces in these figures are
used to illustrate the processes described below, including
the processes in FIGS. 10A-10E. For convenience of expla-
nation, some of the embodiments will be discussed with
reference to operations performed on a device with a touch-
sensitive display system 112. Similarly, analogous opera-
tions are, optionally, performed on a computer system (e.g.,
as shown in FIG. 5A2) with a headset 5008 and a separate
input device 5010 with a touch-sensitive surface in response
to detecting the contacts on the touch-sensitive surface of the
input device 5010 while displaying the user interfaces
shown in the figures on the display of headset 5008, along
with a focus indicator.

[0276] FIGS. 5C1-5C2 illustrate a context in which user
interfaces described with regard to 5C3-5C30 are used.
[0277] FIG. 5C1 illustrates physical space 5200 in which
a user and a table 5204 are located. Device 100 is held by
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the user in the user’s hand 5206. A reference mat 5208 is
located on table 5204. A view of a simulated environment is
displayed on display 112 of device 100. Reference mat 5208
is in the field of view of one or more cameras (e.g., optical
sensors 164) of device 100 (hereinafter referred to as “a
camera,” which indicates one or more cameras of device
100). Display 112 shows a live view of the physical space
5200 as captured by the camera, including a displayed
version 52085 of physical reference mat 5208a. Two virtual
user interface objects (first virtual box 5302 and second
virtual box 5304) are displayed in the simulated environ-
ment displayed on display 112. In a first viewing mode (e.g.,
an augmented reality viewing mode), virtual boxes 5302 and
5304 are anchored to reference mat 52085, such that a view
of virtual boxes 5302 and 5304 will change as the displayed
view 52085 of the reference mat changes in response to
movement of reference mat 52084 in physical space 5200
(e.g., a fixed spatial relationship is maintained between
virtual boxes 5302 and 5304 and the physical environment,
including reference mat 52084). Similarly, in the first view-
ing mode, a view of virtual boxes 5302 and 5304 changes in
response to movement of device 100 relative to reference
mat 5208a.

[0278] In FIG. 5C2, the device 100 has moved closer to
reference mat 5208a. As a result, the sizes of the displayed
version 52085 of the reference mat and virtual boxes 5302
and 5304 have increased.

[0279] FIGS. 5C3-5C30 show a larger view of device 100
and, to provide a full view of the user interface displayed on
display 112, do not show the user’s hands 5206. Features of
the user interface are described further above with regard to
FIG. 5B5.

[0280] FIGS. 5C4-5C6 illustrate an input gesture (includ-
ing an upward swipe and a downward swipe) to move virtual
box 5302 while the virtual box is displayed in an augmented
reality viewing mode. Because the input gesture described
with regard to FIGS. 5C4-5C6 is not a gesture that meets
mode change criteria (e.g., for changing a viewing mode
from an augmented reality viewing mode to a virtual reality
viewing mode), a view of virtual boxes 5302 and 5304
changes in response to subsequent movement of device 100,
as illustrated in FIGS. 5C7-5C8 (e.g., such that a fixed
spatial relationship is maintained between virtual boxes
5302 and 5304 and the physical environment, including
reference mat 5208a).

[0281] Another example of gestures that do not meet mode
change criteria are a resizing gesture (e.g., as described
above with regard to FIGS. 5B 18-5B21).

[0282] In FIG. 5C4, an input (e.g., a selection and move-
ment input) by a contact 5306 is detected on a surface 5308
of virtual box 5302. In response to detection of the contact
5306 that selects the surface 5308 of virtual box 5302,
movement projections 5310 are shown extending from vir-
tual box 5302 to indicate the plane of movement of virtual
box 5302 (e.g., a plane of movement that is parallel to the
selected surface 5308 of virtual box 5302).

[0283] In FIGS. 5C4-5C5, the contact 5306 moves along
the surface of touch-sensitive display 112 in a direction
indicated by arrow 5312. In response to the movement of the
contact 5306, virtual box 5302 has moved within the plane
indicated by the movement projections 5310 in the direction
indicated by arrow 5312. As virtual box 5302 moves upward
such that it is hovering over displayed reference mat 52085,
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shadow 5314 of virtual box 5302 is displayed to indicate that
the virtual box 5210 is hovering.

[0284] In FIGS. 5C5-5C6, the contact 5306 moves along
the surface of touch-sensitive display 112 in a direction
indicated by arrow 5316. In response to the movement of the
contact 5306 virtual box 5302 has moved within the plane
indicated by the movement projections 5310 in the direction
indicated by arrow 5316. In FIG. 5C7, the contact 5306 has
lifted off of touch-sensitive display 112 and movement
projections 5310 are no longer displayed.

[0285] FIGS. 5C7-5C8 illustrate movement of the device
100 along a path indicated by arrow 5318. As device 100 is
moved, the positions of virtual boxes 5302 and 5304 as
displayed be device 100 change on display 112 (e.g., such
that a fixed spatial relationship is maintained between virtual
boxes 5302 and 5304 and reference mat 5208a in the
physical environment of device 100).

[0286] FIGS. 5C9-5C10 illustrate an input gesture (a
pinch gesture) that meets mode change criteria (e.g., causing
a change in a viewing mode from an augmented reality
viewing mode to a virtual reality viewing mode).

[0287] In FIG. 5C9, contacts 5320 and 5324 are detected
at touch-sensitive display 112. In FIGS. 5C9-5C11, contact
5320 moves along a path indicated by arrow 5322 and
contact 5324 moves along a path indicated by arrow 5324.
In response to the simultaneous movement of contacts 5320
and 5324 that decreases the distance between contacts 5320
and 5324, the displayed view of the simulated environment,
including virtual boxes 5302 and 5304, is zoomed out (e.g.,
such that the sizes of virtual boxes 5302 and 5304 increase
on display 112). As the zoom input is received, a transition
from an augmented reality viewing mode to a virtual reality
viewing mode occurs. A transition animation that occurs
during the transition includes a gradual fading out of the
displayed view of the physical environment. For example,
the displayed view of table 5204 and displayed view 52085
of reference mat 5208a, as captured by one or more cameras
of device 100, gradually fade out (e.g., as shown at FIGS.
5C10-5C11). The transition animation includes a gradual
fade in of virtual grid lines of a virtual reference grid 5328
(e.g., as shown at FIGS. 5C11-5C12). During the transition,
an appearance of toggle 5214 (e.g., for toggling between a
virtual reality display mode and an augmented reality dis-
play mode) is changed to indicate the current viewing mode
(e.g., as shown at FIGS. 5C10-5C11). After liftoff of con-
tacts 5320 and 5324, virtual boxes 5302 and 5304 in the
simulated environment continue to move and decrease in
size (e.g., the alteration of the simulated environment con-
tinues to have “momentum” that causes movement after the
end of the input gesture).

[0288] In FIGS. 5C12-5C13, device 100 is moved along a
path indicated by arrow 5330. Because the pinch-to-zoom
input gesture described with regard to FIGS. 5C9-5C11
caused a change from an augmented reality viewing mode to
a virtual reality viewing mode, the positions of virtual boxes
5302 and 5304 does not change in response to the movement
of device 100 (e.g., in the virtual reality viewing mode, a
fixed spatial relationship is not maintained between virtual
boxes 5302 and 5304 and the physical environment).

[0289] In FIGS. 5C13-5C14, device 100 is moved along a
path indicated by arrow 5332.

[0290] FIGS. 5C15-5C18 illustrate input for inserting a
virtual box in the simulated environment displayed on
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device 100 while the simulated environment is displayed in
a virtual reality viewing mode.

[0291] InFIG. 5C15, an input (e.g., a tap input) by contact
5334 is detected on touch-sensitive display 112. In response
to detection of the contact 5334, an insertion cursor 5336 is
displayed at a location on display 112 that corresponds to the
contact 5334, as shown in FIG. 5C16. In FIG. 5C17,
insertion cursor 5336 has ceased to be displayed and an input
by contact 5338 (e.g., a tap input) is detected at a location
that corresponds to new object control 5216. In FIG. 5C 18,
in response to the input at new object control 5216 (e.g.,
after placement of the insertion cursor 5336), a new virtual
user interface object (virtual box 5340) is displayed at a
location that corresponds to the location where insertion
cursor 5336 was shown.

[0292] FIGS. 5C19-5C20 illustrate input for manipulating
a virtual user interface object in the simulated environment
displayed on device 100 while the simulated environment is
displayed in a virtual reality viewing mode.

[0293] In FIG. 5C19, an input (e.g., a selection and
movement input) by a contact 5342 is detected on a surface
5344 of virtual box 5340. In response to detection of the
contact 5342 that selects the surface 5344 of virtual box
5340, movement projections 5348 are shown extending
from virtual box 5340 to indicate the plane of movement of
virtual box 5340 (e.g., a plane of movement that is parallel
to the selected surface 5344 of virtual box 5340). In FIGS.
5194-5C20, the contact 5342 moves along the surface of
touch-sensitive display 112 in a direction indicated by arrow
5346. In response to the movement of the contact 5342,
virtual box 5340 has moved within the plane indicated by the
movement projections 5348 in the direction indicated by
arrow 5346.

[0294] In FIG. 5C21, the contact 5342 has lifted off of
touch-sensitive display 112 and movement projections 5384
are no longer displayed.

[0295] FIGS. 5C22-5C23 illustrate an input gesture (e.g.,
a rotational gesture) to change the perspective of the simu-
lated environment.

[0296] In FIG. 5C22, a contact 5350 is detected at touch-
sensitive display 112. In FIGS. 5C22-5C23, contact 5350
moves along a path indicated by arrow 5352. As the contact
5350 moves, the simulated environment rotates. In FIG.
5C23, the positions of virtual reference grid 5328 and virtual
boxes 5302, 5304, and 5340 have rotated in response to the
input by contact 5350.

[0297] In FIGS. 5C24-5C25, device 100 is moved along a
path indicated by arrow 5354. Because the simulated envi-
ronment displayed on display 112 in FIGS. 5C24-5C25 is
displayed in a virtual reality viewing mode, the positions of
virtual boxes 5302 and 5304 on display 112 does not change
in response to the movement of device 100.

[0298] FIGS. 5C26-5C27 illustrate an input gesture (a
depinch gesture) that cause a change in a viewing mode from
a virtual reality viewing mode to an augmented reality
viewing mode.

[0299] In FIG. 5C26, contacts 5356 and 5360 are detected
at touch-sensitive display 112. In FIGS. 5C26-5C27, contact
5356 moves along a path indicated by arrow 5358 and
contact 5360 moves along a path indicated by arrow 5362.
In response to the simultaneous movement of contacts 5356
and 5360 that increases the distance between contacts 5356
and 5360, the displayed view of the simulated environment,
including virtual boxes 5302, 5304, and 5340, is zoomed in
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(e.g., such that the sizes of virtual boxes 5302, 5304, and
5340 increase on display 112). As the zoom input is
received, a transition from a virtual reality viewing mode to
an augmented reality viewing mode occurs. A transition
animation that occurs during the transition includes a
gradual fading out of the virtual reference grid 5328 (e.g., as
shown at FIGS. 5C26-5C27). The transition animation
includes a gradual fading in of a view of the physical
environment. For example, table 5204 and reference mat
5208a, as captured by one or more cameras of device 100,
gradually become visible on display 112 (e.g., as shown at
FIGS. 5C28-5C30). During the transition, an appearance of
toggle 5214 is changed to indicate the current viewing mode
(e.g., as shown at FIGS. 5C27-5C28). After liftoff of con-
tacts 5356 and 5360, virtual boxes 5302, 5304, and 5340 in
the simulated environment continue to increase in size,
move, and rotate (e.g., until the original spatial between
virtual boxes 5302 and 5304 and reference mat 5208q is
restored), as shown in FIG. 5C28-5C30.

[0300] In some embodiments, the virtual box 5340 that
was added while a virtual reality viewing mode was active
is visible in the alternate reality viewing mode, as shown in
FIG. 5C30.

[0301] Insome embodiments, a change in a viewing mode
from a virtual reality viewing mode to an augmented reality
viewing mode occurs in response to an input (e.g., a tap
input) by a contact at a location corresponding to toggle
5214. For example, in response to a tap input detected at a
location corresponding to toggle 5214, a transition from
displaying a virtual reality viewing mode (e.g., as shown in
FIG. 5C26) to an augmented reality viewing mode (e.g., as
shown in FIG. 5C30) occurs. In some embodiments, during
the transition, a transition animation that is the same as or
similar to the animation illustrated at 5C26-5C30 is dis-
played.

[0302] FIGS. 5D1-5D14 illustrate examples of systems
and user interfaces for updating an indication of a viewing
perspective of a second computer system in a simulated
environment displayed by a first computer system, in accor-
dance with some embodiments. The user interfaces in these
figures are used to illustrate the processes described below,
including the processes in FIGS. 11A-11C. For convenience
of explanation, some of the embodiments will be discussed
with reference to operations performed on a device with a
touch-sensitive display system 112. Similarly, analogous
operations are, optionally, performed on a computer system
(e.g., as shown in FIG. 5A2) with a headset 5008 and a
separate input device 5010 with a touch-sensitive surface in
response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008, along with a focus indicator.

[0303] FIGS. 5D1-5D2 illustrate a context in which user
interfaces described with regard to 5D3-5D14 are used.
[0304] FIG. 5D1 illustrates physical space 5400 in which
two users 5402 and 5408 and a table 5414 are located. A first
device 5406 (e.g., a device 100) is held by first user 5402 in
the first user’s hand 5404. A second device 5412 (e.g., a
device 100) is held by second user 5408 in the second user’s
hand 5410. A reference mat 54164 is located on table 5414.
[0305] FIG. 5D2 shows a view of virtual-three dimen-
sional space displayed on display 5148 (e.g., a display 112)
of device 5406. Reference mat 5416 is in the field of view
of one or more cameras (e.g., optical sensors 164) of device
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5406 (hereinafter referred to as “a camera,” which indicates
one or more cameras of device 5406). Display 5148 shows
a live view of the physical space 5400 as captured by the
camera, including a displayed version 54165 of physical
reference mat 5416a. A virtual user interface object (virtual
box 5420) in a simulated environment displayed on display
5418. In some embodiments, virtual box 5420 is anchored to
reference mat 54165, such that a view of virtual box 5420
will change as a view of the displayed version 54165 of the
reference mat changes in response to movement of device
100 relative to reference mat 5416a. Features of the user
interface are described further above with regard to FIG.
5BS.

[0306] FIGS. 5D3-5D11 include a sub-figure “a” that
illustrates the orientation in physical space 5400 of first
device 5406 and second device 5412 relative to table 5414
(e.g., as shown at FIG. 5D3a), a sub-figure “b” that illus-
trates a user interface of the first device 5412 (e.g., as shown
at FIG. 5D3b), and a sub-figure “c” that illustrates a user
interface of the second device 5412 (e.g., as shown at FIG.
5D3c¢). To provide a full view of the user interfaces, the user
interfaces in FIGS. 5D3-5D11 do not show the hands that are
holding the devices. Also, for clarity, the user interfaces in
FIGS. 5D3-5D 11 do not show the bodies of users 5402 and
5408. It is to be understood that any part of the body of user
5408 that is in the field of view of a camera of device 5406
will typically be visible in a user interface displayed on
device 5406 (although the view of the user’s body may be
blocked by a virtual user interface object or other user
interface element). For example, in FIG. 5D2, the body and
hand of user 5408 is visible in the user interface displayed
by device 5409.

[0307] FIGS. 5D3-5D4 illustrate movement of second
device 5412.
[0308] In FIG. 5D3aq, second device 5412 is displayed at

a first position relative to table 5414 (e.g., a position that is
adjacent to the far left side of the table).

[0309] In FIG. 5D3b, the user interface of device 5406
includes an avatar key 5422 that includes a key avatar 5424
that corresponds to device 5406 and a key avatar 5426 that
corresponds to device 5412. The avatar key 5422 includes a
name (“Me”) that corresponds to key avatar 5424 and a
name (“Zoe”) that corresponds to key avatar 5426. The key
avatars shown in the avatar key provide a guide to the
avatars (e.g., avatar 5428) that are shown in the visible
environment, for example, to help the user of device 5406 to
understand that avatar 5428 in the simulated environment
corresponds to the device 5412 of user “Zoe” (e.g., because
avatar 5428 in the simulated environment is a cat icon that
matches key avatar 5426).

[0310] The simulated environment displayed on the user
interface of device 5406 includes virtual box 5420 and a
displayed view 54165 of physical reference mat 5416a,
shown from the perspective of device 5406. A viewing
perspective of device 5412 is indicated by viewing perspec-
tive indicator 5432. Viewing perspective indicator 5432 is
shown emanating from avatar 5428. In the simulated envi-
ronment, a representation 5430 of device 5412 (e.g., a view
of device 5412 as captured by a camera of device 5406
and/or a rendered version of device 5412) is shown.
[0311] In FIG. 5D3c¢, the user interface of device 5412
includes an avatar key 5434 that includes a key avatar 5436
that corresponds to device 5412 and a key avatar 5468 that
corresponds to device 5406. The avatar key 5434 includes a
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name (“Me”) that corresponds to key avatar 5436 and a
name (“Gabe”) that corresponds to key avatar 5438. The key
avatars shown in the avatar key provide a guide to the
avatars (e.g., avatar 5440) that are shown in the visible
environment, for example, to help the user of device 5412 to
understand that avatar 5440 in the simulated environment
corresponds to the device 5406 of user “Gabe” (e.g., because
avatar 5440 in the simulated environment is a smiley face
icon that matches key avatar 5438).

[0312] InFIG. 5D4a, second device 5412 has moved from
the first position relative to table 5414 shown in FIG. 5D3a
to a second position relative to table 5414 (e.g., a position
that is adjacent to the near left side of the table). In FIG.
5D4b, the user interface of device 5406 shows device 5412
(indicated by avatar 5428 and representation 5430 of the
device) at a position that has changed from FIG. 5D354. A
change in the viewing perspective of device 5412 is indi-
cated by the different angles of viewing perspective indica-
tor 5432 from FIG. 5D3b to FIG. 5D4b. The movement of
device 5412 is also illustrated by the changed view dis-
played reference mat 54165, and virtual box 5420 from in
the user interface of device 5412 in FIGS. 5D3c¢ to 5D4c.
[0313] FIGS. 5D5-5D7 illustrate selection and movement
of virtual box 5420 by device 5412.

[0314] In FIG. 5D5¢, an input (e.g., a selection and
movement input) by a contact 5446 is detected on a touch
screen display of second device 5412 at a location that
corresponds to a surface of virtual box 5420. In response to
detection of the contact 5446 that selects the surface of
virtual box 5420, movement projections 5448 are shown
extending from virtual box 5420 to indicate the plane of
movement of virtual box 5420 (e.g., a plane of movement
that is parallel to the selected surface of virtual box 5420).
[0315] In FIG. 5D5b, an interaction indicator 5452 is
shown to indicate to the user of first device 5406 that second
device 5412 is interacting with virtual box 5420. Interaction
indicator 5452 extends from a location that corresponds to
avatar 5428 to a location that corresponds to virtual box
5420. A control handle 5454 is shown at a location where
indication indicator 5452 meets virtual box 5420.

[0316] In FIGS. 5D5c¢-5D6c¢, the contact 5446 moves
along the touch-sensitive display of device 5412 in a direc-
tion indicated by arrow 5450. In response to the movement
of the contact 5446, virtual box 5420 has moved within the
plane indicated by the movement projections 5448 in the
direction indicated by arrow 5450.

[0317] In FIGS. 5D5b-5D6b, the user interface of first
device 5406 shows movement of interaction indicator 5452
and control handle 5454 (e.g., to maintain the connection
between interaction indicator 5452 and virtual box 5420) as
virtual box 5420 is moved by the movement input detected
at second device 5412.

[0318] In FIG. 5D7¢, the contact 5446 has lifted off of the
touch-sensitive display of device 5412 and movement pro-
jections 5448 are no longer displayed. In FIG. 5D75, inter-
action indicator 5452 and control handle 5454 are no longer
displayed (because device 5412 is not interacting with
virtual box 5420).

[0319] FIGS. 5D8-5D 11 illustrate resizing of virtual box
5420 by device 5412.

[0320] In FIG. 5D8c¢, an input (e.g., a resizing input) by a
contact 5456 is detected on a touch screen display of second
device 5412 at a location that corresponds to a surface of
virtual box 5420.
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[0321] In FIG. 5D8b, an interaction indicator 5462 and
control handle 5464 are shown on the user interface of first
device 5406 to indicate that second device 5412 is interact-
ing with virtual box 5420.

[0322] In FIG. 5D9c, after contact 5456 has remained at a
location that corresponds to a surface of virtual box 5420 for
a period of time that increases above a resizing time thresh-
old, resizing projections 5458 are shown to indicate an axis
(that is perpendicular to the selected surface of virtual box
5420) along which virtual box 5420 will be resized in
response to subsequent movement of the contact 5456.

[0323] FIGS. 5D9a-5D10a show second device 5412
moving upward (while contact 5456 is in contact with the
touch screen display of second device 5412) to resize virtual
box 5420. In response to the movement of the device 5412,
the size of virtual box 5420 has increased along the axis
indicated by the resizing projections 5458 in the direction
that second device 5412 moved.

[0324] In FIG. 5D11c, the contact 5456 has lifted off of
touch-sensitive display 112, and projections 5458 are no
longer displayed.

[0325] As illustrated in FIGS. 5D12-5D14, users that are
not in the same physical space can view and collaboratively
manipulate objects in a simulated environment. For
example, a user in a first physical space views a virtual user
interface object (e.g., virtual box 5420) that is anchored to
a displayed version of a first physical reference mat (e.g.,
5416a), and a different user at a remote location views the
same virtual user interface object anchored to a displayed
version of a second physical reference mat (e.g., 5476a).

[0326] FIG. 5D12q illustrates a first physical space 5400
in which two users 5402 and 5408 and a table 5414 are
located, as was shown in FIG. 5D1. FIG. 5D12b shows a
second physical space 5470, separate from the first physical
space 5400, in which a third user 5472 and a table 5474 are
located. A third device 5478 (e.g., a device 100) is held by
third user 5472. A reference mat 5476a is located on table
5474. The device 5478 of third user 5472 displays the same
simulated environment that is displayed by device 5412 of
first user 5408 and device 5404 of second user 5402.

[0327] FIG. 5D13a shows first physical space 5400, as
described with regard to FIG. 5D12a, and FIG. 5D135
shows second physical space 5470, as described with regard
to FIG. 5D126.

[0328] In FIG. 5D13c¢, the user interface of first device
5406 includes an avatar key 5422 that includes a key avatar
5480 (for “Stan”) that corresponds to third device 5478.
Avatar 5482, which corresponds to third device 5478 (as
indicated by key avatar 5480), is shown in the simulated
environment displayed by 5406 at a location relative to
displayed version 54165 of physical reference mat 5416a
that corresponds to a position of device 5478 relative to
physical reference mat 5476a. A viewing perspective of
device 5478 is indicated by viewing perspective indicator
5486. A representation 5484 of device 5478 (e.g., a rendered
version of the device) is shown in the simulated environment
displayed by device 5406.

[0329] As shown in FIG. 5D13d, the user interface of
second device 5412 also displays an avatar 5482 that cor-
responds to third device 5478, a viewing perspective indi-
cator 5486 to indicate the viewing perspective of device
5478, and a representation 5484 of device 5478.
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[0330] FIG. 5D14a shows first physical space 5400, as
described with regard to FIG. 5D12a, and FIG. 5D14b
shows second physical space 5470, as described with regard
to FIG. 5D12b.

[0331] FIG. 5D14c¢ shows the user interface of the third
device 5478. In FIG. 5D14c, virtual box 5420 is shown
anchored to a displayed view 54765 of physical reference
mat 5476a. Avatar 5488, which corresponds to first device
5406, is shown in the simulated environment displayed by
third device 5478 at a location relative to displayed version
54765 of physical reference mat 54764 that corresponds to
a position of first device 5406 relative to physical reference
mat 5416a. A viewing perspective of first device 5406 is
indicated by viewing perspective indicator 5490. A repre-
sentation 5490 of first device 5406 (e.g., a rendered version
of the first device) is shown in the simulated environment
displayed by third device 5476. Avatar 5494, which corre-
sponds to second device 5412, is shown in the simulated
environment at a location relative to displayed version
54765 of physical reference mat 54764 that corresponds to
a position of second device 5412 relative to physical refer-
ence mat 5416a. A viewing perspective of second device
5412 is indicated by viewing perspective indicator 5498. A
representation 5496 of second device 5412 (e.g., a rendered
version of the second device) is shown in the simulated
environment displayed by third device 5476.

[0332] FIGS. 5E1-5E32 illustrate examples of systems
and user interfaces for placement of an insertion cursor, in
accordance with some embodiments. The user interfaces in
these figures are used to illustrate the processes described
below, including the processes in FIGS. 12A-12D. For
convenience of explanation, some of the embodiments will
be discussed with reference to operations performed on a
device with a touch-sensitive display system 112. Similarly,
analogous operations are, optionally, performed on a com-
puter system (e.g., as shown in FIG. 5A2) with a headset
5008 and a separate input device 5010 with a touch-sensitive
surface in response to detecting the contacts on the touch-
sensitive surface of the input device 5010 while displaying
the user interfaces shown in the figures on the display of
headset 5008, along with a focus indicator.

[0333] FIGS. 5E1-5E3 illustrate a context in which user
interfaces described with regard to 5E4-5E32 are used.
[0334] FIG. 5E1 illustrates physical space 5200 in which
a user 5202 and a table 5204 are located. Device 100 is held
by user 5202 in the user’s hand 5206. A reference mat 5208
is located on table 5204.

[0335] FIG. 5E2 shows a view of virtual-three dimen-
sional space displayed on display 112 of device 100. Ref-
erence mat 5208 is in the field of view of one or more
cameras (e.g., optical sensors 164) of device 100 (hereinafter
referred to as “a camera,” which indicates one or more
cameras of device 100). Display 112 shows a live view of the
physical space 5200 as captured by the camera, including a
displayed version 520856 of physical reference mat 5208a.
[0336] In FIG. 5E3, the device 100 has moved closer to
reference mat 5208a. As a result, the size of the displayed
version 52085 of the reference mat has increased.

[0337] FIGS. 5E4-5E32 show a larger view of device 100
and, to provide a full view of the user interface displayed on
display 112, do not show the user’s hands 5206.

[0338] FIGS. 5E5-5E6 illustrate an input that causes
placement of an insertion cursor at a first location.
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[0339] In FIG. 5E5, an input (e.g., a tap input) by contact
5502 is detected at a first location on displayed version
52085 of physical reference mat 5208a. In FIG. SE6, the
contact 5502 has lifted off of touch-sensitive display 112 and
insertion cursor 5504 is shown at a location where contact
5502 was detected.

[0340] FIGS. 5E7-5E8 illustrate an input that causes
placement of an insertion cursor at a second location. In FIG.
5E7, an input (e.g., a tap input) by a contact 5506 is detected
at a location that is different from the location where
insertion cursor 5504 is displayed. In FIG. 5E8, the contact
5506 has lifted off of touch-sensitive display 112 and inser-
tion cursor 5508 is shown at a location where contact 5506
was detected.

[0341] FIGS. 5E9-5E10 illustrate an input that causes
insertion of a virtual user interface object. In FIG. 5E9, an
input (e.g., a tap input) by a contact 5510 is detected at a
location that corresponds to the location of insertion cursor
5508. In response to detection of the contact 5510 at the
location where an insertion cursor had been placed, a virtual
user interface object (first virtual box 5512) is displayed on
display 112 at a location that corresponds to contact 5510
and the insertion cursor 5508 is moved from its previous
position on displayed view 52085 of reference mat 5208a to
surface 5514 of first virtual box 5512. In some embodi-
ments, a shadow 5522 is displayed (e.g., a simulated light
causes a shadow to be cast by the first virtual box 5512).
[0342] FIGS. 5E11-5E12 illustrate an input detected at a
surface of a virtual user interface object (first virtual box
5512) that causes insertion of an additional virtual user
interface object. In FIG. 5E11, an input (e.g., a tap input) by
a contact 5516 is detected at a location on surface 5514 of
first virtual box 5512 while insertion cursor 5516 is located
on surface 5514. In response to detection of the input by
contact 5516, a new virtual user interface object (second
virtual box 5518) is displayed on display 112 at a location
that corresponds to contact 5510 and the insertion cursor
5508 is moved from surface 5514 of first virtual box 5512
to surface 5520 of the second virtual box 5518. A length of
shadow 5522 is increased (such that the shadow appears to
be cast by first virtual box 5512 and newly added second
virtual box 5518).

[0343] FIGS. 5E12-5E13 illustrate rotation of physical
reference mat 5208. For example, a user 5202 manually
changes the position and/or orientation of reference mat
5208. As physical reference mat 5208aq rotates, virtual boxes
5512 and 5518 and shadow 5522 rotate (because the virtual
boxes 5512 and 5518 are anchored to displayed view 52085
of physical reference mat 5208a).

[0344] FIGS. 5E14-5E16 illustrate movement of device
100. For example, a user 5202 holding device 100 changes
the position and/or orientation of the device. In FIGS.
5E14-5E15, as device 100 moves, virtual boxes 5512 and
5518 and shadow 5522 move (because the virtual boxes
5512 and 5518 are anchored to displayed view 52086 of
physical reference mat 5208q). Similarly, in FIGS. 5E15-
5E16, as device 100 moves, virtual boxes 5512 and 5518 and
shadow 5522 move

[0345] FIGS. SE17-5E18 illustrate input that changes the
location of insertion cursor 5526 on virtual box 5518. In
FIG. 5E17, an input (e.g., a tap input) by a contact 5524 is
detected at surface 5528 of virtual box 5518 while insertion
cursor 5526 is located on surface 5520 of virtual box 55182.
In FIG. 5E18, the contact 5524 has lifted off of touch-
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sensitive display 112 and insertion cursor 5508 is moved
from surface 5520 of virtual box 5518 to surface 5528 of
virtual box 5518.

[0346] FIGS. 5E19-5E20 illustrate an input detected at a
surface of second virtual box 5518 that causes insertion of
a third virtual box 5532. In FIG. 5E19, an input (e.g., a tap
input) by a contact 5530 is detected at a location on surface
5528 of second virtual box 5518 while insertion cursor 5526
is located on surface 5268. In response to detection of the
input by contact 5530, a third virtual box 5532 is displayed
on display 112 at a location that corresponds to contact 5530
and the insertion cursor 5526 is moved from surface 5528 of
second virtual box 5518 to surface 5526 of the third virtual
box 5532. A shape of shadow 5522 is changed (such that the
shadow appears to be cast by first virtual box 5512, second
virtual box 5518, and newly added third virtual box 5532).
[0347] FIGS. 5E21-5E22 illustrate input that changes the
location of insertion cursor 5538 on virtual box 5532. In
FIG. 5E21, an input (e.g., a tap input) by a contact 5536 is
detected at surface 5538 of virtual box 5532 while insertion
cursor 5526 is located on surface 5534 of virtual box 5532.
In FIG. 5E22, the contact 5536 has lifted off of touch-
sensitive display 112 and insertion cursor 5526 is moved
from surface 5534 of virtual box 5518 to surface 5538 of
virtual box 5532.

[0348] FIGS. 5E23-5E24 illustrate insertion of a new
virtual user interface object using new object control 5216.
[0349] In FIG. 5E23, while insertion cursor 5526 is at
surface 5538 of virtual box 5532, an input (e.g., a tap input)
by contact 5542 is detected at a location on display 112 that
corresponds to new object control 5216. In FIG. 5E24, in
response to the input at the location that corresponds to new
object control 5216, a fourth virtual box 5546 is displayed
on display 112 at a location that corresponds to the location
where insertion cursor 5526 was shown and insertion cursor
5526 is moved from surface 5538 of virtual box 5532 to
surface 5548 of fourth virtual box 5546.

[0350] FIGS. 5E25-5E27 illustrate input that causes
movement of fourth virtual box 5546.

[0351] In FIG. 5E25, an input (e.g., a selection and move-
ment input) by a contact 5550 is detected on the surface
5556 of fourth virtual box 5546. In response to detection of
the contact 5550 that selects the surface 5556 of fourth
virtual box 5546, movement projections 5552 are shown
extending from virtual box 5546 to indicate the plane of
movement of fourth virtual box 5546 (e.g., a plane of
movement that is parallel to the selected surface 5556 of
virtual box 5546).

[0352] In FIGS. SE25-5E26, the contact 5550 has moved
along the surface of touch-sensitive display 112 in a direc-
tion indicated by arrow 5554. In response to the movement
of the contact 5550, fourth virtual box 5546 has moved
within the plane indicated by the movement projections
5552 in the direction indicated by arrow 5554. In FIG. 5E27,
the contact 5550 has lifted off of touch-sensitive display 112
and movement projections 5552 are no longer displayed.
[0353] FIGS. 5E28-5E32 illustrate input that causes resiz-
ing of fourth virtual box 5546.

[0354] In FIG. 5E28, an input (e.g., a resizing input) by a
contact 5258 is detected on touch screen display 112 at a
location that corresponds to surface 5556 of fourth virtual
box 5546.

[0355] In FIG. SE29, after contact 5255 has remained at
the location that corresponds to surface 5556 of fourth
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virtual box 5546 for a period of time that increases above a
resizing time threshold, resizing projections 5560 are shown
to indicate an axis (that is perpendicular to the selected
surface of virtual box 5546) along which virtual box 5546
will be resized in response to subsequent movement of the
contact 5558.

[0356] In FIGS. SE30-5E31, contact 5558 moves across
touch screen display 112 along a path indicated by arrow
5562. In response to the movement of the contact 5558, the
size of virtual box 5548 has increased along the axis
indicated by the resizing projections 5560 in the direction of
movement of contact 5558.

[0357] In FIG. 5E32, the contact 5558 has lifted off of
touch-sensitive display 112, and projections 5560 are no
longer displayed.

[0358] FIGS. 5F1-5F17 illustrate examples of systems and
user interfaces for displaying an augmented reality environ-
ment in a stabilized mode of operation, in accordance with
some embodiments. The user interfaces in these figures are
used to illustrate the processes described below, including
the processes in FIGS. 13A-13E. For convenience of expla-
nation, some of the embodiments will be discussed with
reference to operations performed on a device with a touch-
sensitive display system 112. Similarly, analogous opera-
tions are, optionally, performed on a computer system (e.g.,
as shown in FIG. 5A2) with a headset 5008 and a separate
input device 5010 with a touch-sensitive surface in response
to detecting the contacts on the touch-sensitive surface of the
input device 5010 while displaying the user interfaces
shown in the figures on the display of headset 5008, along
with a focus indicator.

[0359] FIGS. 5F1-5F2 illustrate a context in which user
interfaces described with regard to 5F3-5F17 are used.
[0360] FIG. 5F1 illustrates physical space 5200 in which
a user 5202 and a table 5204 are located. Device 100 is held
by user 5202 in the user’s hand 5206. An object (physical
box 5602) is located on table 5204.

[0361] FIG. 5F2 shows an augmented reality environment
displayed by display 112 of device 100. Table 5204 (refer-
enced as 5204a when referring to the table in physical space)
and physical box 5602 are in the field of view of one or more
cameras (e.g., optical sensors 164) of device 100 (hereinafter
referred to as “a camera,” which indicates one or more
cameras of device 100). Display 112 shows a live view of the
physical space 5200 as captured by the camera, including a
displayed version 52046 of table 5204a and a rendered
virtual box 5604 displayed at a location in the simulated
environment that corresponds to physical box 5602 as
detected by the camera of device 100.

[0362] FIGS. 5F3-5F 17 include a sub-figure “a” that
illustrates the orientation in physical space 5200 of device
100 relative to table 5204a and physical box 5602 (e.g., as
shown at FIG. 5F3a), and a sub-figure “b” that illustrates a
user interface of device 100 (e.g., as shown at FIG. 5F35).
Also, for clarity, FIGS. 5F3-5F 18 show a larger view of
device 100 and, to provide a full view of the user interface
displayed on display 112, do not show the user’s hands 5206.
[0363] FIGS. 5F3a-5F4aq illustrate movement of device
100 relative to table 5204a and physical box 5602 that
occurs while the augmented reality environment is displayed
by device 100 (as shown in FIGS. 5F354-5F454) in a non-
stabilized mode of operation. When device 100 is at a first
position relative to table 5204a, as shown in FIG. 5F3a, the
rendered version 5604 of physical object 5602 is fully
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visible in the user interface shown in FIG. 5F34. In FIG.
5F4a, device 100 has been moved to a second position
relative to table 52044 and the rendered version 5604 of
physical object 5602 is only partially visible in the user
interface shown in FIG. 5F4b. In the non-stabilized mode of
operation, as device 100 moves, the view of virtual box 5604
changes so as to maintain a fixed spatial relationship
between virtual box 5604 and physical box 5602 and the
displayed representation of the field of view of the camera
of device 100 (e.g., including displayed table 52045) is
updated based on the movement of the device.

[0364] FIGS. 5F5-5F8 illustrate an input (e.g., a depinch-
to-zoom-out input) that causes the device to display an
augmented reality environment in a stabilized mode of
operation.

[0365] In FIG. S5F5, device 100 is at the first position
relative to table 5204. In FIG. 5F6, contacts 5606 and 5608
are detected at touch-sensitive display 112 (as shown at FIG.
5F65b). As shown in FIGS. 5F65-5F75, contact 5606 moves
along a path indicated by arrow 5610 and contact 5608
moves along a path indicated by arrow 5612. In response to
the simultaneous movement of contacts 5606 and 5608 that
increases the distance between contacts 5606 and 5608, the
displayed augmented reality environment, including virtual
box 5604, is zoomed in (e.g., such that the sizes of virtual
box 5604 increases on display 112). The virtual box 5604 is
re-rendered in response to the zoom input (e.g., the larger
virtual box 5604 of F1IG. 5F85 has the same resolution as the
smaller virtual box 5604 of FIG. 5F55). In some embodi-
ments, the field of view of camera of device 100 displayed
on display 112 (e.g., the displayed view 52045 of table
5204a) is not changed in response to the zoom input (as
shown in FIGS. 5F55-5F8b). As the zoom input is received,
a transition from a non-stabilized mode of operation to a
stabilized mode of operation occurs. In FIG. 5F8, the
contacts 5606 and 5608 have lifted off of touchscreen
display 112.

[0366] Insome embodiments, while a device is displaying
an augmented reality environment in a stabilized mode of
operation, as movement of the device causes a virtual user
interface object to extend beyond the field of view of the
device camera, a portion of the virtual user interface object
ceases to be displayed. FIGS. 5F8-5F9 illustrate a movement
of device 100, while device 100 is in a stabilized mode of
operation, that causes a portion of the virtual user interface
object 5304 to cease to be displayed. FIGS. 5F8a-5F9a
illustrate movement of device 100 relative to table 5204a
and physical box 5602 that occurs while the augmented
reality environment is displayed by device 100 (as shown in
FIGS. 5F85-5F9b) in a stabilized mode of operation. When
device 100 is at a first position relative to table 5204a, as
shown in FIG. 5F8a, the zoomed, rendered version 5604 of
physical object 5602 is fully visible in the user interface
shown in FIG. 5F85. In FIG. 5F9a, device 100 has been
moved to a second position relative to table 5204a such that
updating the view of virtual box 5604 to maintain a fixed
spatial relationship between virtual box 5604 and physical
box 5602 causes the virtual box 5604 to extend beyond the
field of the camera of device 100. As a result, a portion of
virtual box 5064 that extends beyond the field of the camera
of device 100 is not displayed.

[0367] Insome embodiments, while a device is displaying
an augmented reality environment in a stabilized mode of
operation and movement of the device causes a virtual user
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interface object to extend beyond the field of view of the
device camera, the augmented reality environment is
zoomed out such that the virtual user interface object is fully
displayed. For example, from FIG. 5F95 to FIG. 5F 105, the
displayed augmented reality environment, including virtual
box 5604 has zoomed out such that virtual box 5604 is fully
displayed.

[0368] In some embodiments, in the stabilized mode of
operation, when updating the view of virtual box 5604 to
maintain a fixed spatial relationship between virtual box
5604 and physical box 5602 causes the virtual box 5604 to
extend beyond the field of the camera of device 100, the
virtual box 5604 is displayed with a placeholder image at a
location that corresponds to the portion of virtual box 5064
that extends beyond the field of view of the device camera.
In FIG. 5F 105, the rendered version 5604 of physical object
5602 is displayed with placeholder image 5614 (a blank
space) in a location that corresponds to the portion of virtual
box 5064 that extends beyond the field of view of the device
camera. For example, the placeholder image 5614 is dis-
played at a location in the augmented reality environment
that is beyond the field of view of the camera, so no camera
data is available to be displayed in the space occupied by the
placeholder image 5614.

[0369] FIGS. 5F 10-5F 11 illustrate movement of device
100 (back to the position of device 100 illustrated in FIGS.
5F8 and 5F3).

[0370] FIGS. 5F11a-5F 12a illustrate movement of device
100 (e.g., backing away from table 52044 and physical
object 5602, such that device 100 appears larger). In FIG.
5F12b, as a result of the movement illustrated in 5F11a-
5F12a, the size of virtual object 5604 has decreased from the
size of virtual object 5604 in FIG. SF1156. The movement is
shown in FIGS. 5F11a-5F12a for illustrative purposes (such
that the size of virtual object 5604 in FIG. 5F12b, in the
stabilized mode, is the same as the size of virtual object 5604
in FIG. 5F34, in the non-stabilized mode) to provide a
straightforward comparison of updating of the augmented
reality environment in the stabilized and non-stabilized
modes of operation.

[0371] FIGS. 5F12a-5F13q illustrate movement of device
100 relative to table 5204a and physical box 5602 that
occurs while the augmented reality environment is displayed
by device 100 in a stabilized mode of operation. When
device 100 is at a first position relative to table 5204aq, as
shown in FIG. 5F 12a, the rendered version 5604 of physical
object 5602 is fully visible in the user interface shown in
FIG. 5F125. In FIG. 5F13a, device 100 has been moved to
a second position relative to table 5204a and the rendered
version 5604 of physical object 5602 is only partially visible
in the user interface shown in FIG. 5F135. In some embodi-
ments, in the stabilized mode of operation, as device 100
moves, the view of virtual box 5604 changes so as to
maintain a fixed spatial relationship between virtual box
5604 and physical box 5602 and the displayed representa-
tion of the field of view of the camera of device 100 (e.g.,
including displayed table 52045) changes by an amount that
is less than the amount of change that occurs in the non-
stabilized mode (e.g., the amount of movement of displayed
table 52045 from FIG. SF125-5F135, while device 100 is in
the stabilized mode of operation, is less than the amount of
movement of displayed table 52045 from FIG. 5F4b to
5F5b, while device 100 is in the non-stabilized mode of
operation).
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[0372] FIGS. 5F14-5F16 illustrate an input at a stabiliza-
tion toggle 5616 to transition from a non-stabilized mode of
operation to a stabilized mode of operation. In FIG. 5F155,
an input (e.g., a tap input) by contact 5618 is detected at a
location on touch screen display 112 to corresponds to
stabilization toggle 5616. In response to the input by contact
5618, the appearance of stabilization toggle 5616 is changed
(e.g., the toggle changes from an unshaded state to a shaded
state) to indicate that a transition from a non-stabilized mode
of operation to a stabilized mode of operation has occurred,
as shown in FIG. 5F16b.

[0373] FIGS. 5F 16a-5F 17a illustrate movement of
device 100 relative to table 5204a and physical box 5602
that occurs while the augmented reality environment is
displayed by device 100 (as shown in FIGS. 5F16a-5F17a)
in a stabilized mode of operation. When device 100 is at a
first position relative to table 5204q, as shown in FIG.
5F16a, the rendered version 5604 of physical object 5602 is
fully visible in the user interface shown in FIG. 5F165. In
FIG. 5F17a, device 100 has been moved to a second position
relative to table 52044 and the rendered version 5604 of
physical object 5602 is only partially visible in the user
interface shown in FIG. 5F 175. In the stabilized mode of
operation, as device 100 moves, the view of virtual box 5604
changes so as to maintain a fixed spatial relationship
between virtual box 5604 and physical box 5602 and the
displayed representation of the field of view of the camera
of device 100 (e.g., including displayed table 520454)
changes by an amount that is less than the amount of change
that occurs in the non-stabilized mode (e.g., the amount of
movement of displayed table 52046 from FIG. 5F155-
5F16b, while device 100 is in the stabilized mode of
operation, is less than the amount of movement of displayed
table 52045 from FIG. 5F4b to 5F55, while device 100 is in
the non-stabilized mode of operation).

[0374] FIGS. 6A-6D are flow diagrams illustrating
method 600 of adjusting an appearance of a virtual user
interface object in an augmented reality environment, in
accordance with some embodiments. Method 600 is per-
formed at a computer system (e.g., portable multifunction
device 100, FIG. 1A, device 300, FIG. 3A, or a multi-
component computer system including headset 5008 and
input device 5010, FIG. 5A2) having a display generation
component (e.g., a display, a projector, a heads-up display,
or the like), one or more cameras (e.g., video cameras that
continuously provide a live preview of at least a portion of
the contents that are within the field of view of the cameras
and optionally generate video outputs including one or more
streams of image frames capturing the contents within the
field of view of the cameras), and an input device (e.g., a
touch-sensitive surface, such as a touch-sensitive remote
control, or a touch-screen display that also serves as the
display generation component, a mouse, a joystick, a wand
controller, and/or cameras tracking the position of one or
more features of the user such as the user’s hands). In some
embodiments, the input device (e.g., with a touch-sensitive
surface) and the display generation component are inte-
grated into a touch-sensitive display. As described above
with respect to FIGS. 3B-3D, in some embodiments, method
600 is performed at a computer system 301 (e.g., computer
system 301-a, 301-b, or 301-¢) in which respective compo-
nents, such as a display generation component, one or more
cameras, one or more input devices, and optionally one or
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more attitude sensors are each either included in or in
communication with computer system 301.

[0375] Insome embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 600 are, optionally, combined and/or
the order of some operations is, optionally, changed.

[0376] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112) and one or more integrated cameras. However, analo-
gous operations are, optionally, performed on a computer
system (e.g., as shown in FIG. 5A2) with a headset 5008 and
a separate input device 5010 with a touch-sensitive surface
in response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008. Similarly, analogous operations are, optionally, per-
formed on a computer system having one or more cameras
that are implemented separately (e.g., in a headset) from one
or more other components (e.g., an input device) of the
computer system; and in some such embodiments, “move-
ment of the computer system” corresponds to movement of
one or more cameras of the computer system, or movement
of one or more cameras in communication with the com-
puter system.

[0377] As described below, method 600 relates to adjust-
ing an appearance of a virtual user interface object (on a
display of a computer system), in an augmented reality
environment (e.g., in which reality is augmented with
supplemental information that provides additional informa-
tion to the user that is not available in the physical world),
based on a combination of movement of the computer
system (e.g., movement of one or more cameras of the
computer system) and movement of a contact on an input
device (e.g., a touch-screen display) of the computer system.
In some embodiments, adjusting the appearance of the
virtual user interface object allows the user to access the
supplemental information in the augmented reality environ-
ment. Adjusting an appearance of a virtual user interface
object based on a combination of movement of the computer
system and movement of a contact on an input device of the
computer system provides an intuitive way for the user to
adjust the appearance of the virtual user interface object
(e.g., by allowing the user to adjust the appearance of the
virtual user interface object with only movement of the
computer system, with only movement of a contact on the
input device, or with a combination of movement of the
computer system and movement of the contact) and allows
the user to extend the range of adjustments available to the
user (e.g., by allowing the user to continue adjusting the
appearance of the virtual user interface object even if the
contact or the one or more cameras of the computer system
cannot move further in the desired direction), thereby
enhancing the operability of the device and making the
user-device interface more efficient (e.g., by reducing the
number of steps that are needed to achieve an intended
outcome when operating the device and reducing user
mistakes when operating/interacting with the device) which,
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additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0378] The computer system (e.g., device 100, FIG. 5A7)
displays (602), via the display generation component (e.g.,
touch screen 112, FIG. 5A7), an augmented reality environ-
ment (e.g., as shown in FIG. 5A7). Displaying the aug-
mented reality environment includes (604) concurrently
displaying: a representation of at least a portion of a field of
view of the one or more cameras that includes a respective
physical object (e.g., a 3D model of a building, a sheet of
paper with a printed pattern, a poster on a wall or other
physical object, a statue sitting on a surface, etc.) (e.g.,
physical building model 5006, FIG. 5A1), wherein the
representation is updated as contents of the field of view of
the one or more cameras change (e.g., the representation is
a live preview of at least a portion of the field of view of the
one or more cameras, and the respective physical object is
included and visible in the field of view of the cameras); and
a respective virtual user interface object (e.g., a virtual roof
of the 3D model of the building, a virtual car parked on a
surface represented by the sheet of paper with the printed
pattern, an interactive logo overlaid on the poster, a virtual
3D mask covering the contours of the statue, etc.) (e.g.,
virtual building model 5012, FIG. 5A7) at a respective
location in the representation of the field of view of the one
or more cameras, wherein the respective virtual user inter-
face object (e.g., virtual building model 5012, FIG. 5A7) has
a location that is determined based on the respective physi-
cal object (e.g., physical building model 5006) in the field of
view of the one or more cameras. For example, in some
embodiments, the respective virtual user interface object is
a graphical object or a 2D or 3D virtual object that appears
to be attached to, or that appears to cover, the respective
physical object in the field of view of the one or more
cameras (e.g., virtual building model 5012 is a 3D virtual
object that appears to cover physical building model 5006,
FIG. 5A7). The location and/or orientation of the respective
virtual user interface object is determined based on the
location, shape, and/or orientation of the physical object in
the field of view of the one or more cameras (e.g., as shown
in FIGS. 5A3 and 5A5). While displaying the augmented
reality environment (606), the computer system detects an
input (e.g., detects the input on the input device such as by
detecting a touch input by a contact on a touch-screen
display or a touch-sensitive remote control) at a location
(e.g., a location on the touch-screen display or the touch-
sensitive remote control, or movement of a wand or a user’s
hands while a cursor is at a location of the respective virtual
user interface object) that corresponds to the respective
virtual user interface object (e.g., device 100 detects contact
5020-a on the virtual roof of virtual building model 5012,
FIG. 5A8).

[0379] While continuing to detect the input (608) (e.g.,
while the contact is maintained on the input device such as
while the contact is maintained on the touch-screen display
or on the touch-sensitive remote control) (e.g., while contact
5020 is maintained on touch screen 112, FIGS. 5A9-5A13),
the computer system detects movement of the input relative
to the respective physical object in the field of view of the
one or more cameras (e.g., as shown in FIGS. 5A9-5A13).
In some embodiments, the movement of the input optionally
includes movement of the contact across the touch-screen
display or across the touch-sensitive surface of the touch-
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sensitive remote control while the computer system (e.g.,
device 100) is held substantially stationary in the physical
space (e.g., as shown in FIGS. 5A8-5A11). In some embodi-
ments, the movement of the input optionally includes move-
ment of the device including the cameras in the physical
space while the contact is maintained and kept stationary on
the touch-screen display or touch-sensitive remote control
(e.g., as shown in FIGS. 5A17-5A18). In some embodi-
ments, the movement of the input optionally includes con-
current movement of the contact across the touch-screen
display or touch-sensitive remote control and movement of
the device including the cameras in the physical space. In
some embodiments, the movement of the computer system
includes movement of a component of a multi-component
computer system, such as movement of a virtual reality
display headset, etc. (e.g., as shown in FIG. 5A2). In
addition, while continuing to detect the input, and in
response to detecting the movement of the input relative to
the respective physical object in the field of view of the one
or more cameras, the device adjusts an appearance of the
respective virtual user interface object (e.g., by expanding,
contracting, stretching, squeezing together, spreading out,
and/or pushing together, all or part(s) of the virtual user
interface object) in accordance with a magnitude of move-
ment of the input relative to the respective physical object.
For example, when the contact is detected over the virtual
roof of the building model and then moves across the
touch-screen display, the virtual roof is lifted away from the
building model in the live preview of the field of view of the
cameras (e.g., as shown in FIGS. 5A8-5A11); and while the
contact is maintained on the touch-screen display, and the
device as a whole is moved relative to the building model in
the physical space, the movement of the virtual roof is
determined based on both the location of the contact on the
touch-screen display, and the location and orientation of the
device relative to the respective physical object in the
physical space (e.g., as determined based on the location of
the respective physical object shown in the live preview of
the field of view of the cameras) (e.g., as shown in FIGS.
5A11-5A13).

[0380] As another example, in a block building applica-
tion (e.g., as described in further detail with respect to FIGS.
5B 1-5B41) in which a virtual model is built on the respec-
tive physical object (e.g., a table top or a sheet of paper with
a printed pattern), when the contact is detected on a block
(e.g., in response to a long-press input on the block) (e.g.,
contact 5262, FIG. 5B28) and the computer system displays
a guide for how the block will scale (e.g., as shown using
resizing projections 5266, FIG. 5B29), while the contact is
maintained on the block, and the device as a whole is moved
relative to the block (e.g., as shown in FIGS. 5B28-5B30),
the scaling of the block (e.g., stretching of the block in the
direction of the guide) is determined based on both the
location of the contact on the touch-screen display (e.g., on
a particular side or face of the block cube) and the location
and orientation of the device relative to the respective
physical object in the physical space (e.g., as determined
based on the location of the respective physical object
shown in the live preview of the field of view of the
cameras).

[0381] In some embodiments, adjusting the appearance of
the respective virtual user interface object (e.g., virtual
building model 5012, FIGS. 5A8-5A13) in accordance with
the magnitude of movement of the input relative to the
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respective physical object includes (610): in accordance
with a determination that the magnitude of movement of the
input relative to the respective physical object is a first
magnitude (e.g., a relatively larger magnitude of move-
ment), adjusting the appearance of the respective virtual user
interface object by a first adjustment (e.g., a larger amount
of relative movement causes a larger adjustment) (e.g., as
shown in FIG. 5A10, compared to FIG. 5A9); and in
accordance with a determination that the magnitude of
movement of the input relative to the respective physical
object is a second magnitude distinct from the first magni-
tude (e.g., a relatively smaller magnitude of movement),
adjusting the appearance of the respective virtual user inter-
face object by a second adjustment distinct from the first
adjustment (e.g., a smaller amount of relative movement
causes a smaller adjustment) (e.g., as shown in FIG. 5A9,
compared to FIG. 5A10). Adjusting the respective virtual
user interface object by a first adjustment when the magni-
tude of movement of the input is a first magnitude (e.g., a
larger amount of relative movement causes a larger adjust-
ment) and adjusting the respective virtual user interface
object by a second adjustment when the magnitude of
movement of the input is a second magnitude (e.g., a smaller
amount of relative movement causes a smaller adjustment)
improves the visual feedback provided to the user (e.g., by
making the computer system appear more responsive to user
input), enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0382] In some embodiments, the respective virtual user
interface object (e.g., virtual building model 5012, FIGS.
5A3-5A6) is (612) anchored, before and after the adjusting,
to the respective physical object (e.g., physical building
model 5006) in the field of view of the one or more cameras.
For example, in some embodiments, the respective virtual
user interface object appears to cover the respective physical
object in the field of view of the one or more cameras, and
when the location and/or orientation of the physical object in
the field of view of the one or more cameras changes, the
location and/or orientation of the respective virtual user
interface object changes accordingly (e.g., as shown in
FIGS. 5A3-5A6). In some embodiments, the respective
virtual user interface object is anchored to the respective
physical object in the field of view of the one or more
cameras during some or all of the adjusting (e.g., during a
transition from FIG. 5A3 to FIG. 5A5). Anchoring the
respective virtual user interface object to the respective
physical object improves the visual feedback provided to the
user (e.g., by making the computer system appear more
responsive to user input), enhances the operability of the
device, and makes the user-device interface more efficient
(e.g., by helping the user to achieve an intended outcome
with the required inputs and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0383] In some embodiments, the appearance of the
respective virtual user interface object is (614) adjusted in
response to detecting the movement of the input relative to
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the respective physical object in the field of view of the one
or more cameras without regard to whether the movement of
the input is due to: movement of the input on the input
device (e.g., movement of a contact across the touch-screen
display or across the touch-sensitive surface of the input
device while the input device is held substantially stationary
in the physical space) (e.g., as shown in FIGS. 5A9-5A11),
movement of the one or more cameras relative to the
respective physical object (e.g., movement of the computer
system including the cameras in the physical space while the
contact is maintained and kept stationary on the touch-
screen display or touch-sensitive surface of the input device)
(e.g., as shown in FIGS. 5A11-5A13), or a combination of
the movement of the input on the input device and the
movement of the one or more cameras relative to the
respective physical object (e.g., concurrent movement of the
contact across the touch-screen display or touch-sensitive
surface of the input device and movement of the computer
system including the cameras in the physical space). Adjust-
ing the appearance of the virtual user interface object
without regard to the manner of movement of the input (e.g.,
by allowing the user to adjust the appearance of the virtual
user interface object with only movement of the input on the
input device, with only movement of the cameras relative to
the physical object, or with a combination of movement of
the input and the cameras) provides an intuitive way for the
user to adjust the appearance of the virtual user interface
object, improves the visual feedback provided to the user
(e.g., by making the computer system appear more respon-
sive to user input), enhances the operability of the device,
and makes the user-device interface more efficient (e.g., by
helping the user to achieve an intended outcome with the
required inputs and reducing user mistakes when operating/
interacting with the device) which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0384] In some embodiments, the movement of the input
relative to the respective physical object is (616) based on
movement of the field of view of the one or more cameras
relative to the respective physical object (e.g., as a result of
movement of the computer system including the cameras in
the physical space) (e.g., as shown in FIGS. 5A11-5A13)
and movement of the input on the input device (e.g.,
movement of a contact across the touch-screen display or
across the touch-sensitive surface of the input device) (e.g.,
as shown in FIGS. 5A8-5A11). Allowing the user to move
the input relative to the respective physical object by move-
ment of the computer system and movement of a contact
provides an intuitive way for the user to move the input,
improves the feedback provided to the user (e.g., by making
the computer system appear more responsive to user input),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0385] In some embodiments, the movement of the input
relative to the respective physical object is (618) based on
movement of the input on the input device (e.g., movement
of a contact across the touch-screen display or across the
touch-sensitive surface of the input device while the input
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device is held substantially stationary in the physical space)
(e.g., as shown in FIGS. 5A8-5A11), and the computer
system, after adjusting the appearance of the respective
virtual user interface object in accordance with the magni-
tude of movement of the input relative to the respective
physical object (e.g., as shown in FIG. 5A11): detects
movement of the field of view of the one or more cameras
relative to the respective physical object (e.g., movement
5022, FIG. 5A12); and in response to detecting the move-
ment of the field of view of the one or more cameras relative
to the respective physical object, continues to adjust the
appearance of the respective virtual user interface object
(e.g., in the same manner) in accordance with a magnitude
of movement of the field of view of the one or more cameras
relative to the respective physical object (e.g., as shown in
FIG. 5A13). In some embodiments, adjusting the appear-
ance of the respective virtual user interface object includes
moving part of the respective virtual user interface object,
where the movement is started by a contact dragging on the
virtual user interface object and the movement is continued
by moving the device as a whole (e.g., as shown in FIGS.
5A8-5A13). For example, when a contact is detected over
the virtual roof of a 3D model of a building and the contact
moves across the touch-screen display (e.g., in an upward
direction), the virtual roof is lifted up from the building
model in the displayed augmented reality environment (e.g.,
as shown in FIGS. 5A8-5A11). After the virtual roof is lifted
up, when the device as a whole is moved relative to the
building model in the physical space (e.g., in an upward
direction), the virtual roof continues to lift up (e.g., as shown
in FIGS. 5A11-5A13) (and optionally, floors of the building
model lift up and expand). In some embodiments, adjusting
the appearance of the respective virtual user interface object
in accordance with the magnitude of movement of the input
and then continuing to adjust the appearance of the respec-
tive virtual user interface object in accordance with a mag-
nitude of movement of the field of view of the one or more
cameras allows the user to continue adjusting the appearance
of the respective virtual user interface object even if the
contact cannot move much further in the desired direction on
the touch-screen display (e.g., because the touch is at or near
an edge of the touch-screen display and further movement of
the touch would move the touch off of the edge of the
touch-screen display). For example, with the virtual roof,
when the contact gets close to the top edge of the touch-
screen display but the user still wants to continue lifting the
roof, the user can do so by moving the device or cameras to
continue the adjustment even if the contact cannot move
much higher on the touch-screen display (e.g., as shown in
FIGS. 5A8-5A13). Adjusting the appearance of the respec-
tive virtual user interface object in accordance with the
magnitude of movement of the input and then continuing to
adjust the appearance of the respective virtual user interface
object in accordance with a magnitude of movement of the
field of view of the one or more cameras allows the user to
extend the range of adjustments available to the user (e.g.,
allowing the user to continue adjusting the appearance of the
respective virtual user interface object with movement of the
computer system, even if the contact cannot move much
further in the desired direction on the touch-screen display),
thereby enhancing the operability of the device and making
the user-device interface more efficient (e.g., by reducing the
number of steps that are needed to achieve an intended
outcome when operating the device and reducing user
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mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0386] In some embodiments, the movement of the input
relative to the respective physical object is (620) based on
movement of the field of view of the one or more cameras
relative to the respective physical object (e.g., as a result of
movement of one or more cameras of the computer system,
or one or more cameras in communication with the com-
puter system, in the physical space while a contact is
maintained and kept stationary on the touch-screen display
or touch-sensitive surface of the input device) (e.g., as
shown in FIGS. 5A17-5A18), and the computer system,
after adjusting the appearance of the respective virtual user
interface object in accordance with the magnitude of move-
ment of the input relative to the respective physical object
(e.g., as shown in FIG. 5A18): detects movement of the
input on the input device (e.g., movement of the (previously
stationary) contact across the touch-screen display or across
the touch-sensitive surface of the input device while the
input device is held substantially stationary in the physical
space) (e.g., as shown in FIGS. 5A19-5A20); and in
response to detecting the movement of the input on the input
device, continues to adjust the appearance of the respective
virtual user interface object (e.g., in the same manner) in
accordance with a magnitude of movement of the input on
the input device (e.g., as shown in FIG. 5A20). In some
embodiments, adjusting the appearance of the respective
virtual user interface object includes moving part of the
respective virtual user interface object (e.g., moving virtual
roof 5012-a, FIGS. 5A17-5A20), where the movement is
started by a (stationary) contact touch on the virtual user
interface object and moving the device as a whole (e.g., as
shown in FIGS. 5A17-5A18), and the movement is contin-
ued by the contact dragging on the virtual user interface
object (e.g., as shown in FIGS. 5A19-5A20). For example,
when a contact is detected over the virtual roof of a 3D
model of a building and the device as a whole is moved
relative to the building model in the physical space (e.g., in
an upward direction), the virtual roof is lifted up from the
building model in the live preview of the field of view of the
cameras (e.g., as shown in FIGS. 5A17-5A18). After the
virtual roof is lifted up, when the (previously stationary)
contact moves across the touch-screen display (e.g., in an
upward direction), the virtual roof continues to lift up (and
optionally, floors of the building model lift up and expand)
(e.g., as shown in FIGS. 5A19-5A20). Adjusting the appear-
ance of the respective virtual user interface object in accor-
dance with the magnitude of movement of the field of view
of'the one or more cameras and then continuing to adjust the
appearance of the respective virtual user interface object in
accordance with a magnitude of movement of the input on
the input device allows the user to extend the range of
adjustments available to the user (e.g., allowing the user to
continue adjusting the appearance of the respective virtual
user interface object with the input device, even if the
computer system (or the one or more cameras of, or in
communication with, the computer system) cannot move
much further in the desired direction), thereby enhancing the
operability of the device and making the user-device inter-
face more efficient (e.g., by reducing the number of steps
that are needed to achieve an intended outcome when
operating the device and reducing user mistakes when
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operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0387] In some embodiments, detecting the input at the
location that corresponds to the respective virtual user
interface object includes (622) detecting the input at a first
contact point on the respective virtual user interface object;
and the computer system (e.g., device 100) updates the
display of the respective virtual user interface object so as to
maintain display of the first contact point on the respective
virtual user interface object at a location that corresponds to
a location of the input (e.g., when the virtual user interface
object is displayed on a touch-screen device, the device
updates the respective virtual user interface so as to keep the
virtual user interface object under the user’s finger without
regard to whether the movement of the input is due to
movement of the input on the input device (e.g., movement
of a contact across the touch-screen display or across the
touch-sensitive surface of the input device while the input
device is held substantially stationary in the physical space)
(e.g., as shown in FIGS. 5A8-5A11), movement of the one
or more cameras relative to the respective physical object
(e.g., movement of the computer system including the
cameras in the physical space while the contact is main-
tained and kept stationary on the touch-screen display or
touch-sensitive surface of the input device) (e.g., as shown
in FIGS. 5A11-5A13), or a combination of the movement of
the input on the input device and the movement of the one
or more cameras relative to the respective physical object
(e.g., concurrent movement of the contact across the touch-
screen display or touch-sensitive surface of the input device
and movement of the computer system including the cam-
eras in the physical space)). For example, when a contact
(e.g., by a user’s finger) is detected “on” the virtual roof of
a 3D model of a building (e.g., detected on touch screen 112
at a location at which the virtual roof of the 3D model of the
building is displayed), movement on the touch-screen dis-
play and movement of the computer system are synced to
keep the contact at the same point on the virtual roof (e.g.,
the virtual roof lifts up and remains under the user’s finger
as the contact moves across the touch-screen display in an
upward direction, the virtual roof lifts up and remains under
the user’s finger as the device as a whole is moved in an
upward direction relative to the building model in the
physical space, the virtual roof remains under the user’s
finger (e.g., moving up or down) based on a combination of
the movement of the contact and movement of the device as
a whole, etc.) (e.g., as shown in FIGS. 5A8-5A13). Main-
taining display of the contact point on the respective virtual
user interface object at a location that corresponds to a
location of the input improves the visual feedback provided
to the user (e.g., by making the computer system appear
more responsive to user input), enhances the operability of
the device, and makes the user-device interface more effi-
cient (e.g., by helping the user to achieve an intended
outcome with the required inputs and reducing user mistakes
when operating/interacting with the device) which, addition-
ally, reduces power usage and improves battery life of the
device by enabling the user to use the device more quickly
and efficiently.

[0388] In some embodiments, movement of the input
relative to the respective physical object includes (624)
movement of the computer system (e.g., movement of the
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computer system, including the one or more cameras, in the
physical space) (e.g., as shown in FIG. 5A17); and move-
ment of the computer system is derived (e.g., determined)
from image analysis that indicates one or more reference
points within the field of view of the one or more cameras
have changed (e.g., the movement of the computer system is
determined from the changed location or position of one or
more reference points within the field of view of the one or
more cameras) between successive images captured by the
one or more cameras (e.g., comparison of consecutive image
frames and tracking the objects identified in the images). In
some embodiments, the image analysis is performed by the
computer system. In some embodiments, the image analysis
includes tracking three or more points of reference within
the field of view of the cameras. In some embodiments, new
points of reference are identified as old points of reference
move out of the field of view of the one or more cameras.
In some embodiments, a determination of movement of the
computer system is derived from image analysis instead of
derived from using an inertial measurement unit (IMU) of
the computer system. In some embodiments, movement of
the computer system is derived from image analysis in
addition to using one or more elements of an IMU of the
computer system (e.g., an accelerometer, a gyroscope, and/
or a magnetometer). Detecting movement of the computer
system from image analysis improves the feedback provided
to the user (e.g., by making the computer system appear
more responsive to user input), enhances the operability of
the device, and makes the user-device interface more effi-
cient (e.g., by helping the user to achieve an intended
outcome with the required inputs and reducing user mistakes
when operating/interacting with the device) which, addition-
ally, reduces power usage and improves battery life of the
device by enabling the user to use the device more quickly
and efficiently.

[0389] In some embodiments, adjusting the appearance of
the respective virtual user interface object includes (626)
moving at least a portion of the respective virtual user
interface object, wherein movement of the respective virtual
user interface object is based on a physical shape of the
respective physical object (e.g., based on the shape of the
physical model). For example, in some embodiments, the
respective physical object is a 3D highway model and the
respective virtual user interface object is a virtual car. In this
example, adjusting the appearance of the virtual car includes
moving the virtual car on the 3D highway model and
movement of the virtual car is based on the physical shape
of the 3D highway model (e.g., the virtual car moves on a
ramp of the 3D highway model). As another example, in
some embodiments, the respective physical object is a
physical building model (e.g., physical building model
5006, FIG. 5A1) and the respective virtual user interface
object is a virtual building model (e.g., virtual building
model 5012, FIG. 5A8), and adjusting the appearance of the
respective virtual user interface object includes moving at
least a portion of the respective virtual user interface object
(e.g., virtual roof 5012-a, FIG. 5A9). Moving the respective
virtual user interface object based on the physical shape of
the respective physical object improves the feedback pro-
vided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
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mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0390] In some embodiments, adjusting the appearance of
the respective virtual user interface object includes (628)
moving at least a portion of the respective virtual user
interface object, wherein movement of the respective virtual
user interface object is based on concurrent movement of
one or more touch inputs (e.g., swipe inputs on the input
device) and movement of the computer system. For
example, in some embodiments, adjusting the appearance of
a virtual roof of a 3D model of a building includes moving
at least a portion of the virtual roof, where movement of the
virtual roof is based on concurrent movement of a contact
moving across the touch-screen display (e.g., in an upward
direction) and movement of the device as a whole relative to
the building model in the physical space (e.g., in an upward
direction) (e.g., if the device movement 5028 in FIGS.
5A17-5A18 occurred concurrently with the movement of
contact 5026 in FIGS. 5A19-5A20). As another example, in
some embodiments, movement of a virtual car is based on
concurrent movement of dragging the virtual car on a ramp
of'a 3D highway model and movement of the model itself on
the display because the device is moving. Allowing the user
to move the respective virtual user interface object by
concurrent movement of touch inputs and movement of the
computer system provides an intuitive way for the user to
move the respective virtual user interface object, improves
the feedback provided to the user (e.g., by making the
computer system appear more responsive to user input),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0391] In some embodiments, adjusting the appearance of
the respective virtual user interface object includes (630)
moving at least a portion of the respective virtual user
interface object beyond a maximum limit of a resting state
of the respective virtual user interface object (e.g., moving
virtual roof 5012-a beyond a maximum limit of its resting
state, as shown in FIG. 5A13) (e.g., based on movement of
a contact across the touch-screen display or across the
touch-sensitive surface of the input device, movement of the
one or more cameras relative to the respective physical
object, or a combination of the movement of the contact on
the input device and the movement of the one or more
cameras relative to the respective physical object), and the
computer system: while continuing to detect the input,
displays the respective virtual user interface object at a
location beyond the maximum limit of the resting state of the
respective virtual user interface object, in accordance with
the magnitude of movement of the input relative to the
respective physical object (e.g., as shown in FIG. 5A13);
ceases to detect the input (e.g., liftoff of contact 5020-4 in
FIG. 5A13); and in response to ceasing to detect the input,
displays the respective virtual user interface object at a
location corresponding to the maximum limit of the resting
state of the respective virtual user interface object (e.g., as
shown in FIG. 5A14). In some embodiments, this includes
displaying an animated transition from the respective virtual
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user interface object at the location beyond the maximum
limit of the resting state to the location corresponding to the
maximum limit of the resting state (e.g., displaying an
animated transition from virtual roof 5012-g at the location
in FIG. 5A13 to virtual roof 5012-a at the location in FIG.
5A14). In some embodiments, if the respective virtual user
interface object moves beyond a furthest extent of its
maximum resting state based on movement of the input, the
respective virtual user interface object snaps back (e.g., in an
animated transition) to its maximum resting state when the
input lifts off. For example, if a virtual roof of a 3D building
model can be displayed resting directly on the 3D building
model and hovering up to twelve inches above the building
model (e.g., the resting state of the virtual roof is between
zero and twelve inches from the building model), if a user
lifts the virtual roof fifteen inches above the building model,
when the user input lifts off, the virtual roof snaps back to
twelve inches above the building model. Moving the respec-
tive virtual user interface object in accordance with the
magnitude of movement of the input (even if beyond the
maximum limit of the resting state of the respective virtual
user interface object) and then displaying the respective
virtual user interface object snapping back to its maximum
resting state when the input lifts off improves the feedback
provided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0392] In some embodiments, the displayed augmented
reality environment includes (632): one or more virtual
objects that do not correspond to physical objects in the field
of view of the one or more cameras (e.g., virtual cars driving
in front of a virtual building that is a replacement for a
physical model of a building) (e.g., virtual trees, virtual
bushes, a virtual person, and a virtual car in the augmented
reality environment shown in FIG. 5A4); one or more
physical objects that are in the field of view of the one or
more cameras (e.g., a table on which a physical model of a
building is sitting) (e.g., table 5004 and wallpaper 5007,
FIG. 5A4); and one or more 3D virtual models of the one or
more physical objects that are in the field of view of the one
or more cameras that replace at least a portion of the
corresponding one or more physical objects (e.g., virtual
building model 5012, FIG. 5A4) (e.g., a replacement for a
physical model of a building) (e.g., a respective 3D virtual
model is projected onto a corresponding respective physical
marker). In some embodiments, a respective 3D virtual
model of a respective physical object in the field of view of
the one or more cameras replaces a portion (but not all) of
the corresponding respective physical object (e.g., a 3D
virtual model of a statue’s head replaces a portion of the
physical statue’s head in the field of view of the one or more
cameras, showing an interior cross section of one quarter of
the head, for example). In some embodiments, a respective
3D virtual model of a respective physical object in the field
of view of the one or more cameras replaces all of the
corresponding respective physical object (e.g., a 3D virtual
model of a building replaces the entire physical model of the
building in the field of view of the one or more cameras)
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(e.g., virtual building model 5012 replaces the entire physi-
cal building model 5006 in the augmented reality environ-
ment, FIG. 5A4). In some embodiments, the displayed
augmented reality environment includes all three of the
above (e.g., pure virtual objects, physical objects, and 3D
virtual models of the physical objects) in different layers.
For example, in some embodiments, the displayed aug-
mented reality environment includes a statue in a museum
(e.g., a physical object in the field of view of the one or more
cameras) with a 3D virtual model of the statue’s head (e.g.,
a 3D virtual model of the statue’s head showing an interior
cross section of the statue) in a virtual environment with
Egyptian pyramids (e.g., pure virtual objects showing the
surroundings of where the statue was originally displayed).

[0393] In some embodiments, the displayed augmented
reality environment includes a subset of the above (e.g.,
including one or more physical objects that are in the field
of view of the one or more cameras and one or more 3D
virtual models of the one or more physical objects, but not
one or more pure virtual objects). For example, using the
example above of the statute in the museum, in some
embodiments, the displayed augmented reality environment
includes the statue in the museum with a 3D virtual model
of the statue’s head, but does not include any pure virtual
objects. As another example, in some embodiments, the
displayed augmented reality environment includes a physi-
cal 3D model of a building on a table or platform (e.g.,
physical objects in the field of view of the one or more
cameras) with a 3D virtual model of at least part of the
building (e.g., a 3D virtual model of a portion of the building
showing an interior view of the building) in a virtual outdoor
environment (e.g., with virtual objects such as virtual trees
surrounding the building, virtual cars driving in front of the
building, or virtual people walking around the building). As
the physical 3D model of the building moves in the field of
view (e.g., as a result of movement in the physical world of
the building model and/or as a result of movement of the
computer system, for example, as the user moves the com-
puter system by walking around to a different side of the
physical building model) (e.g., as shown in FIGS. 5A3-
5A6), the one or more 3D virtual models of the physical 3D
model of the building move accordingly. For example, as the
user moves around to a different side of the building, the 3D
virtual model of the portion of the building showing the
interior view of the building changes to correspond to the
updated view of the physical objects in the field of view of
the one or more cameras. Displaying the augmented reality
environment with virtual objects, physical objects, and 3D
virtual models of the physical objects provides a realistic
view (with one or more physical objects that are in the field
of view of the one or more cameras) along with supplemen-
tal information (with one or more virtual objects and one or
more 3D virtual models) that provides information to the
user, thereby enhancing the operability of the device (e.g.,
by allowing the user to easily access supplemental informa-
tion about the one or more physical objects that are in the
field of view of the one or more cameras) and making the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.
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[0394] In some embodiments, the respective physical
object is (634) a 3D marker that is recognizable from
different angles and the respective virtual user interface
object is a 3D virtual model that is overlaid on the respective
physical object (e.g., in the displayed augmented reality
environment) based on a camera angle of the one or more
cameras. In some embodiments, the camera angle of the one
or more cameras corresponds to an orientation of the one or
more cameras relative to the respective physical object. For
example, using the example above where the displayed
augmented reality environment includes a statue in a
museum with a 3D virtual model of the statue’s head, when
the camera angle of the one or more cameras is positioned
to include the front of the statue in the field of view of the
one or more cameras, the displayed augmented reality
environment includes the front of the statue and the 3D
virtual model of the front of the statue’s head. As the camera
angle changes (e.g., as the user of the device walks around
the statue in the museum while viewing the statue in the field
of view of the one or more cameras) and the camera angle
of the one or more cameras is positioned to include the back
of the statue in the field of view of the one or more cameras,
the displayed augmented reality environment includes the
back of the statue and the 3D virtual model of the back of
the statue’s head. As the respective physical object moves in
the field of view (e.g., as a result of movement in the
physical world of the respective physical object and/or as a
result of movement of the computer system that causes
movement of the respective physical object in the field of
view of the one or more cameras), the 3D virtual model that
is overlaid on the respective physical object moves accord-
ingly (e.g., changes to follow the respective physical object).
For example, using the example above where the displayed
augmented reality environment includes a physical 3D
building model on a table (e.g., physical building model
5006 on table 5004, FIG. 5A1) with a 3D virtual model of
a portion of the building showing the building interior, when
the physical 3D building model moves (e.g., in the field of
view of the one or more cameras) (e.g., as user 5002 walks
from a position as shown in FIG. 5A3 to a position as shown
in FIG. 5A5) the 3D virtual model of the building that is
overlaid on the physical 3D building model moves accord-
ingly (e.g., when the user walks around the physical 3D
building model (e.g., from the front of the physical 3D
building model to the side of the physical 3D building
model) while viewing the building in the field of view of the
one or more cameras, the 3D virtual model changes to
display the interior portion of the building in the field of
view of the one or more cameras from the user’s new
location (e.g., from displaying the interior of the front of the
physical 3D building model to displaying the interior of the
side of the physical 3D building model). Overlaying the 3D
virtual model on the respective physical object based on a
camera angle of the one or more cameras improves the
feedback provided to the user (e.g., by making the computer
system appear more responsive to user input), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.
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[0395] It should be understood that the particular order in
which the operations in FIGS. 6 A-6D have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 700, 800, 900, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 600 described above with respect to FIGS.
6A-6D. For example, the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
tions described above with reference to method 600 option-
ally have one or more of the characteristics of the contacts,
gestures, user interface objects, intensity thresholds, focus
indicators, and/or animations described herein with refer-
ence to other methods described herein (e.g., methods 700,
800, 900, 1000, 1100, 1200, and 1300). For brevity, these
details are not repeated here.

[0396] FIGS. 7A-7C are flow diagrams illustrating method
700 of applying a filter on a live image captured by one or
more cameras of a computer system in an augmented reality
environment, in accordance with some embodiments.
Method 700 is performed at a computer system (e.g., por-
table multifunction device 100, FIG. 1A, device 300, FIG.
3A, or a multi-component computer system including head-
set 5008 and input device 5010, FIG. 5A2) having a display
generation component (e.g., a display, a projector, a heads-
up display, or the like), one or more cameras (e.g., video
cameras that continuously provide a live preview of at least
a portion of the contents that are within the field of view of
the cameras and optionally generate video outputs including
one or more streams of image frames capturing the contents
within the field of view of the cameras), and an input device
(e.g., a touch-sensitive surface, such as a touch-sensitive
remote control, or a touch-screen display that also serves as
the display generation component, a mouse, a joystick, a
wand controller, and/or cameras tracking the position of one
or more features of the user such as the user’s hands). In
some embodiments, the input device (e.g., with a touch-
sensitive surface) and the display generation component are
integrated into a touch-sensitive display. As described above
with respect to FIGS. 3B-3D, in some embodiments, method
700 is performed at a computer system 301 in which
respective components, such as a display generation com-
ponent, one or more cameras, one or more input devices, and
optionally one or more attitude sensors are each either
included in or in communication with computer system 301.

[0397] Insome embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 700 are, optionally, combined and/or
the order of some operations is, optionally, changed.

[0398] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112). However, analogous operations are, optionally, per-
formed on a computer system (e.g., as shown in FIG. 5A2)
with a headset 5008 and a separate input device 5010 with
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a touch-sensitive surface in response to detecting the con-
tacts on the touch-sensitive surface of the input device 5010
while displaying the user interfaces shown in the figures on
the display of headset 5008.

[0399] As described below, method 700 relates to apply-
ing a filter to a representation of the field of view of one or
more cameras of a computer system (e.g., a live preview of
the field of view of the one or more cameras), in an
augmented reality environment (e.g., in which reality is
augmented with supplemental information that provides
additional information to a user that is not available in the
physical world), where the filter is selected based on a
virtual environment setting for the augmented reality envi-
ronment. Applying a filter in real-time on a live image
captured by the one or more cameras provides an intuitive
way for the user to interact with the augmented reality
environment (e.g., by allowing the user to easily change a
virtual environment setting (e.g., time of day, scene/envi-
ronment, etc.) for the augmented reality environment) and
allows the user to see the changes made to the virtual
environment setting in real-time, thereby enhancing the
operability of the device and making the user-device inter-
face more efficient (e.g., by reducing the number of steps
that are needed to achieve an intended outcome when
operating the device and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently. Additionally, changing the appearance of the
view of the physical environment makes the virtual model
more visible (e.g., as compared to a dark model on a very
bright background) while still providing the user with infor-
mation about the physical environment in which the virtual
model has been placed.

[0400] The computer system (e.g., device 100, FIG. 5A21)
displays (702), via the display generation component (e.g.,
touch screen 112, FIG. 5A21), an augmented reality envi-
ronment (e.g., as shown in FIG. 5A21). Displaying the
augmented reality environment includes (704) concurrently
displaying: a representation of at least a portion of a field of
view of the one or more cameras that includes a respective
physical object (e.g., a 3D model of a building, a sheet of
paper with a printed pattern, a poster on a wall or other
physical object, a statue sitting on a surface, etc.) (e.g.,
physical building model 5006, FIG. 5A1), wherein the
representation is updated as contents of the field of view of
the one or more cameras change (e.g., the representation is
a live preview of at least a portion of the field of view of the
one or more cameras, and the respective physical object is
included and visible in the field of view of the cameras); and
a respective virtual user interface object (e.g., a virtual roof
of the 3D model of the building, a virtual car parked on the
a surface represented by the sheet of paper with the printed
pattern, an interactive logo overlaid on the poster, a virtual
3D mask covering the contours of the statue, etc.) (e.g.,
virtual building model 5012, FIG. 5A21) at a respective
location in the representation of the field of view of the one
or more cameras, wherein the respective virtual user inter-
face object has a location that is determined based on the
respective physical object in the field of view of the one or
more cameras. For example, in some embodiments, the
respective virtual user interface object is a graphical object
or a 2D or 3D virtual object that appears to be attached to,
or that appears to cover, the respective physical object in the
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field of view of the one or more cameras (e.g., virtual
building model 5012 is a 3D virtual object that appears to
cover physical building model 5006, FIG. 5A21). The
location and/or orientation of the respective virtual user
interface object is determined based on the location, shape,
and/or orientation of the physical object in the field of view
of'the one or more cameras (e.g., as shown in FIGS. 5A3 and
5A5). While displaying the augmented reality environment,
the computer system detects (706) an input that changes a
virtual environment setting (e.g., time of day, lighting angle,
story, etc.) for the augmented reality environment (e.g., a
swipe input that navigates through time in the augmented
reality environment, as shown in FIGS. 5A21-5A24) (e.g.,
selecting a different display setting among a plurality of
display settings corresponding to the respective physical
object that is in the field of view of the one or more cameras,
as shown in FIGS. 5A25-5A27). In response to detecting the
input that changes the virtual environment setting, the com-
puter system (708): adjusts an appearance of the respective
virtual user interface object in accordance with the change
made to the virtual environment setting for the augmented
reality environment; and applies a filter to at least a portion
of the representation of the field of view of the one or more
cameras (e.g., the portion of the representation of the field of
view of the one or more cameras that is not obscured by the
respective virtual user interface object), wherein the filter is
selected based on the change made to the virtual environ-
ment setting (e.g., applying overall color filter to darken the
scene (e.g., as shown in FIG. 5A24), adding shadows to both
the respective physical object and the virtual objects based
on the direction of the virtual Sun (e.g., as shown in FIGS.
5A21-5A23), adding additional virtual objects to the scene
(and/or removing virtual objects from the scene) based on
the selected story (e.g., historical view, construction, day in
the life of view, etc.) (e.g., as shown in FIGS. 5A25-5A27),
and changing the color temperature, brightness, contrast,
clarity, transparency, etc. of the image output of the cameras
before the image output is displayed in the live preview of
the field of view of the cameras).

[0401] Insome embodiments, applying the filter to at least
a portion of the representation of the field of view of the one
or more cameras causes (710) an appearance adjustment of
the augmented reality environment that is in addition to the
appearance adjustment of the respective virtual user inter-
face object. In some embodiments, the filter is applied to the
portion of the representation of the field of view of the one
or more cameras that is not obscured by the respective
virtual user interface object (e.g., in FIG. 5A24, the filter is
applied to wallpaper 5007, which is not obscured by the
virtual scene). For example, when the construction view is
selected, the virtual roof may be removed (e.g., adjusting the
appearance of the respective virtual user interface object) to
show the inside of the physical building model (e.g., as
shown in FIG. 5A27) and a virtual scene showing the inside
of the building under construction is overlaid on the live
preview of the physical building model, while the surround-
ing physical environment is blurred out (e.g., using a filter).
When a time-lapse animation is displayed showing the
construction over a period of several days, light filters are
applied to the portions of the live preview that are not
obscured by the virtual scene, such that lighting changes
throughout the days are applied to the physical objects
surrounding the building model that are also included in the
live preview (e.g., wallpaper 5007 is also darkened in night
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mode, FIG. 5A24). In some embodiments, the filter is
applied to the augmented reality environment, including the
respective virtual user interface object. For example, in
some embodiments, an overall color filter is applied to the
entire representation of the field of view of the one or more
cameras, including the portion that is occupied by the
respective virtual user interface object. Adjusting the
appearance of the augmented reality environment in addition
to adjusting the appearance of the respective virtual user
interface object improves the visual feedback provided to
the user (e.g., by making the computer system appear more
responsive to user input), enhances the operability of the
device, and makes the user-device interface more efficient
(e.g., by helping the user to achieve an intended outcome
with the required inputs and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0402] In some embodiments, the virtual environment
setting is (712) changed to a night mode; and applying the
filter to at least a portion of the representation of the field of
view of the one or more cameras includes: decreasing
brightness of an image (or sequence of images) captured by
the one or more cameras; and applying a color filter to the
image (or sequence of images) captured by the one or more
cameras (e.g., as shown in FIG. 5A24). In some embodi-
ments, the filters that are applied to the image captured by
the one or more cameras are applied before the image output
is displayed in a live preview of the field of view of the one
or more cameras (e.g., before the image captured by the one
or more cameras is displayed in the augmented reality
environment), as discussed below with respect to operation
(726). Applying a filter for night mode (e.g., by decreasing
brightness and applying a color filter) improves the visual
feedback provided to the user (e.g., by making the computer
system appear more responsive to user input), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by reducing the number of steps
that are needed to achieve an intended outcome when
operating the device and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0403] In some embodiments, the input that changes the
virtual environment setting is (714) a swipe input (e.g., left
to right or right to left) that navigates through time in the
augmented reality environment. For example, in some
embodiments, when a user swipes from left to right on the
input device, the time of day in the augmented reality
environment changes from day to night (e.g., in accordance
with the speed and/or distance of the swipe input movement)
(e.g., as shown in FIGS. 5A21-5A24). Allowing the user to
navigate through time in the augmented reality environment
using a swipe input provides an intuitive way for the user to
change the virtual environment setting, improves the feed-
back provided to the user (e.g., by making the computer
system appear more responsive to user input), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by reducing the number of steps
that are needed to achieve an intended outcome when
operating the device and reducing user mistakes when
operating/interacting with the device) which, additionally,
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reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0404] In some embodiments, detecting the input that
changes the virtual environment setting includes (716)
detecting a movement of the input to change the virtual
environment setting; adjusting the appearance of the respec-
tive virtual user interface object in accordance with the
change made to the virtual environment setting for the
augmented reality environment includes gradually adjusting
the appearance of the respective virtual user interface object
in accordance with the movement of the input to change the
virtual environment setting; and applying the filter to at least
a portion of the representation of the field of view of the one
or more cameras includes gradually applying the filter in
accordance with the movement of the input to change the
virtual environment setting (e.g., as shown in FIGS. 5A21-
5A24). For example, in some embodiments, the filter is
gradually applied based on movement of the input and the
appearance of the respective virtual user interface object is
gradually adjusted based on the speed and/or distance of
movement of the input (e.g., movement of a contact on a
touch-sensitive surface, movement of a wand, or movement
of a hand of the user in view of a camera of the computer
system) (e.g., movement of contact 5030 on touch screen
112, FIGS. 5A21-5A24). Gradually adjusting the appear-
ance of the virtual user interface object and gradually
applying the filter in accordance with movement of the input
to change the virtual environment setting improves the
visual feedback provided to the user (e.g., by making the
computer system appear more responsive to user input),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by reducing the
number of steps that are needed to achieve an intended
outcome when operating the device and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0405] In some embodiments, the respective virtual user
interface object casts (718) a shadow on the respective
physical object in the augmented reality environment. For
example, in some embodiments, the virtual roof of a 3D
model of a building casts a shadow on the 3D model of the
building. As the time of day or lighting angle is changed
(e.g., by changing the virtual environment setting), the
shadow cast by the respective virtual user interface object on
the respective physical object changes accordingly. For
example, as shown in FIGS. 5A21-5A23, as the time of day
is changed, the shadow cast by virtual building model 5012
changes accordingly. Displaying the virtual user interface
object with a shadow (e.g., cast on the physical object) in the
augmented reality environment improves the visual feed-
back provided to the user (e.g., by making the augmented
reality environment more realistic and making the computer
system appear more responsive to user input as the user
changes the virtual environment setting), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by reducing user mistakes when oper-
ating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.
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[0406] In some embodiments, the respective physical
object casts (720) a shadow on the respective virtual user
interface object in the augmented reality environment. For
example, in some embodiments, the 3D model of a building
casts a shadow on a virtual car parked next to the building.
As the time of day or lighting angle is changed (e.g., by
changing the virtual environment setting or due to move-
ment of the physical object), the shadow cast by the respec-
tive physical object on the respective virtual user interface
object changes accordingly. For example, in some embodi-
ments, as the time of day in the augmented reality environ-
ment changes from mid-day (e.g., when respective shadows
of objects in the augmented reality environment are rela-
tively small) to morning or afternoon (e.g., when respective
shadows of objects in the augmented reality environment are
longer), the shadow cast by the respective physical object on
the respective virtual user interface object changes accord-
ingly (e.g., the shadow gets smaller/shorter as the time of
day changes from morning to mid-day and the shadow gets
larger/longer as the time of day changes from mid-day to
afternoon). In some embodiments, a 3D virtual model of the
respective physical object is used to determine where the
shadow of the respective physical object should be in the
augmented reality environment. Although in FIGS. 5A21-
5A24 virtual building model 5012 completely covers physi-
cal building model 5006, if a portion of physical building
model 5006 was exposed, that portion of the physical
building model 5006 would cast a similar shadow as the time
of day is changed in the augmented reality environment.
Displaying the physical object with a shadow (e.g., cast on
the virtual user interface object) in the augmented reality
environment improves the visual feedback provided to the
user (e.g., by making the augmented reality environment
more realistic and making the computer system appear more
responsive to user input as the user changes the virtual
environment setting), enhances the operability of the device,
and makes the user-device interface more efficient (e.g., by
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0407] Insome embodiments, movement of the respective
physical object (e.g., as a result of movement in the physical
world of the respective physical object and/or as a result of
movement of the computer system that causes movement of
the respective physical object in the field of view of the one
or more cameras) (e.g., movement of user 5002 from a first
location (e.g., as shown in FIG. 5A3) to a second location
(e.g., as shown in FIG. 5A5) causes (722) one or more
changes in the appearance of the respective virtual user
interface object in the augmented reality environment (e.g.,
changing the view of virtual building model 5012 from a
front view to a side view, FIGS. 5A3-5A6). In some embodi-
ments, movement of the respective physical object causes
the respective physical object to cast shadows on the respec-
tive virtual user interface object differently because as the
respective physical object moves, the ambient light source is
at a different angle relative to the respective physical object
(e.g., as shown in FIGS. 5A3-5A6). Changing the appear-
ance of the virtual user interface object in the augmented
reality environment in response to movement of the physical
object improves the visual feedback provided to the user
(e.g., by making the computer system appear more respon-
sive to user input), enhances the operability of the device,
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and makes the user-device interface more efficient (e.g., by
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0408] In some embodiments, movement of the computer
system causes (724) one or more changes in a visual effect
that is applied to the representation of at least a portion of the
field of view of the one or more cameras (e.g., the live
preview) and the appearance of the respective virtual user
interface object. For example, if the respective physical
object is a physical 3D building model, as the user moves the
computer system by walking around to a different side of the
physical 3D building model, the angle of the lighting
changes, which causes a change in the visual effect that is
applied to the live preview and any virtual user interface
objects (e.g., shadows, cast by the physical 3D building
model and by one or more virtual objects, change) (e.g., as
shown in FIGS. 5A3-5A6). Changing the visual effect that
is applied to the live preview and changing the appearance
of the virtual user interface object in response to movement
of the computer system improves the visual feedback pro-
vided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by reducing user mistakes when oper-
ating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0409] In some embodiments, applying the filter to at least
a portion of the representation of the field of view of the one
or more cameras includes (726): applying the filter to an
image (or sequence of images) captured by the one or more
cameras (e.g., a live preview of at least a portion of the
contents that are within the field of view of the one or more
cameras) before the image is transmitted to the display
generation component (e.g., as shown in FIGS. 5A21-
5A24). Applying the filter to the image captured by the
cameras before the image is transmitted to the display
provides a real-time view of changes made to the virtual
environment setting, improves the visual feedback provided
to the user (e.g., by making the computer system appear
more responsive to user input), enhances the operability of
the device, and makes the user-device interface more effi-
cient (e.g., by reducing user mistakes when operating/
interacting with the device) which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0410] In some embodiments, the input that changes the
virtual environment setting is (728) an input (e.g., a swipe
input or a tap input on a button) (e.g., tap input by contact
5032 on button 5016, FIG. 5A26) that switches between
different virtual environments for the virtual user interface
object, wherein different virtual environments are associated
with different interactions for exploring the virtual user
interface object (e.g., from a first virtual environment to a
second virtual environment) (e.g., as shown in FIGS. 5A25-
5A27, from a landscape view to an interior view). In some
embodiments, the different virtual environments for the
same virtual user interface object are predefined virtual
environments (e.g., landscape, interior, and day/night, as
shown in FIGS. 5A25-5A27). For example, different virtual
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environment stories include a historical view, a construction
view, a day-in-the-life view, a building exploration view,
etc., where a construction view advances through time with
a left to right swipe to show different stages of construction
of the building, while a building exploration view displays
detailed view of the architectural design of the building in
response to an upward swipe input. Allowing the user to
switch between different virtual environments (e.g., with a
swipe input or a tap input on a button) provides an easy and
intuitive way for the user to change the virtual environment
setting, improves the feedback provided to the user (e.g., by
making the computer system appear more responsive to user
input), enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by reducing the
number of steps that are needed to achieve an intended
outcome when operating the device and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0411] In some embodiments, in accordance with a deter-
mination that a first virtual environment setting is selected
(e.g., a first virtual environment story, such as a construction
view), the computer system displays (730) a first set of
virtual objects in the augmented reality environment; and in
accordance with a determination that a second virtual envi-
ronment setting is selected (e.g., a second virtual environ-
ment story, such as a day-in-the-life view), the computer
system displays a second set of virtual objects, distinct from
the first set of virtual objects, in the augmented reality
environment. In some embodiments, different sets of virtual
objects are displayed based on the selection of the virtual
environment setting. For example, in some embodiments, no
trees or people are displayed in the construction view, and
trees and people are displayed in the day-in-the-life view. As
shown in FIGS. 5A25-5A27, for example, virtual trees, a
virtual person, and a virtual car are displayed in the land-
scape view (e.g., in FIG. 5A25), and no trees or people or
cars are displayed in the interior view (e.g., in FIG. 5A27).
Displaying different sets of virtual objects based on the
selection of the virtual environment setting improves the
feedback provided to the user (e.g., by making the computer
system appear more responsive to user input), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by reducing the number of steps
that are needed to achieve an intended outcome when
operating the device and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0412] It should be understood that the particular order in
which the operations in FIGS. 7A-7C have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 800, 900, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 700 described above with respect to FIGS.
7A-7C. For example, the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
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tions described above with reference to method 700 option-
ally have one or more of the characteristics of the contacts,
gestures, user interface objects, intensity thresholds, focus
indicators, and/or animations described herein with refer-
ence to other methods described herein (e.g., methods 600,
800, 900, 1000, 1100, 1200, and 1300). For brevity, these
details are not repeated here.

[0413] FIGS. 8A-8C are flow diagrams illustrating method
800 of transitioning between viewing a virtual model in the
augmented reality environment and viewing simulated
views of the virtual model from the perspectives of objects
in the virtual model, in accordance with some embodiments.
Method 800 is performed at a computer system (e.g., por-
table multifunction device 100, FIG. 1A, device 300, FI1G. 3,
or a multi-component computer system including headset
5008 and input device 5010, FIG. 5A2) having a display
generation component (e.g., a display, a projector, a heads-
up display, or the like), one or more cameras (e.g., video
cameras that continuously provide a live preview of at least
a portion of the contents that are within the field of view of
the cameras and optionally generate video outputs including
one or more streams of image frames capturing the contents
within the field of view of the cameras), and an input device
(e.g., a touch-sensitive surface, such as a touch-sensitive
remote control, or a touch-screen display that also serves as
the display generation component, a mouse, a joystick, a
wand controller, and/or cameras tracking the position of one
or more features of the user such as the user’s hands). In
some embodiments, the input device (e.g., with a touch-
sensitive surface) and the display generation component are
integrated into a touch-sensitive display. As described above
with respect to FIGS. 3B-3D, in some embodiments, method
800 is performed at a computer system 301 in which
respective components, such as a display generation com-
ponent, one or more cameras, one or more input devices, and
optionally one or more attitude sensors are each either
included in or in communication with computer system 301.
[0414] Insome embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 800 are, optionally, combined and/or
the order of some operations is, optionally, changed.
[0415] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112). However, analogous operations are, optionally, per-
formed on a computer system (e.g., as shown in FIG. 5A2)
with a headset 5008 and a separate input device 5010 with
a touch-sensitive surface in response to detecting the con-
tacts on the touch-sensitive surface of the input device 5010
while displaying the user interfaces shown in the figures on
the display of headset 5008.

[0416] As described below, method 800 relates to present-
ing (on a display of a computer system, such as device 100,
FIG. 5A28) a virtual model (e.g., of a physical object) with
virtual user interface objects in an augmented reality envi-
ronment (e.g., in which reality is augmented with supple-
mental information that provides the user with additional
information that is not available in the physical world) and
presenting simulated views of the virtual model (e.g., in a
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virtual reality environment) from the perspectives of the
virtual user interface objects, in response to movement of the
computer system and/or detected inputs to the computer
system (e.g., a contact on a touch-sensitive surface). In some
embodiments, allowing the user to view the virtual model in
the augmented reality environment provides the user with
access to the supplemental information about the virtual
model. In some embodiments, allowing the user to visualize
the virtual model from different perspectives in the virtual
reality environment provides the user with a more immer-
sive and intuitive way to experience the virtual model.
Allowing the user to access supplemental information about
a physical object as well as providing an immersive and
intuitive viewing experience enhances the operability of the
device and makes the user-device interface more efficient
(e.g., by reducing user distraction and mistakes when oper-
ating/interacting with the device), which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0417] The computer system (e.g., device 100, FIG. 5A28)
displays (802), via the display generation component, an
augmented reality environment (e.g., the augmented reality
environment shown in FIGS. 5A28-5A29). Displaying the
augmented reality environment includes (804) concurrently
displaying: a representation of at least a portion of a field of
view of the one or more cameras that includes a respective
physical object (e.g., a 3D model of a building, a sheet of
paper with a printed pattern, a poster on a wall or other
physical object, a statue sitting on a surface, etc.), wherein
the representation is updated as contents of the field of view
of the one or more cameras change (e.g., the representation
is a live preview of at least a portion of the field of view of
the one or more cameras, and the respective physical object
is included and visible in the field of view of the cameras);
and a first virtual user interface object in a virtual model
(e.g., a rendered 3D model of the 3D building model, a
virtual 3D model of a building that is placed on a surface
represented by the sheet of paper with the printed pattern, a
virtual camera affixed to a rendered virtual model of another
wall or physical object opposite the wall or physical object
with the poster, a virtual person standing near a virtual
model (e.g., next to a virtual model of the building, or next
to a virtual model of the statue sitting on the surface), etc.)
that is displayed at a respective location in the representation
of the field of view of the one or more cameras, wherein the
first virtual user interface object has a location that is
determined based on the respective physical object in the
field of view of the one or more cameras. For example, in
some embodiments, the first virtual user interface object is
a graphical object or a 2D or 3D virtual object that appears
to be attached to, or that appears to cover, the respective
physical object in the field of view of the one or more
cameras. The location and/or orientation of the respective
virtual user interface object is determined based on the
location, shape, and/or orientation of the physical object in
the field of view of the one or more cameras. For example,
as described above with reference to FIG. 5A28, displaying
the augmented reality environment includes concurrently
displaying: the representation of the portion of the field of
view of the cameras, which includes wallpaper 5007 and the
edge(s) of table 5004, as well as physical building model
5006 (as shown in FIG. 5A2), which is also in the field of
view of the cameras; and the first virtual user interface object
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is virtual vehicle 5050. While displaying the augmented
reality environment (e.g., with the first virtual user interface
object overlaid on at least a portion of the field of view of
the one or more cameras), the computer system detects (806)
a first input that corresponds to selection of the first virtual
user interface object (e.g., a tap on the first virtual user
interface object or a selection of the first virtual user
interface object with a cursor, or the like). For example, as
described above with reference to FIG. 5A29, device 100
detects input 5052 that corresponds to selection of vehicle
5050. In response to detecting the first input (e.g., input
5052, FIG. 5A29) that corresponds to selection of the first
virtual user interface object (e.g., vehicle 5050, FIG. 5A29),
the computer system displays (808) a simulated field of view
of the virtual model from a perspective of the first virtual
user interface object in the virtual model (e.g., as shown in
and described above with reference to FIG. 5A31) (and,
optionally, ceases to display the representation of the field of
view of the one or more cameras, as described herein with
reference to operation 810). For example, when the user
selects a virtual car (e.g., vehicle 5050, FIG. 5A29) in a
rendered 3D model (e.g., the virtual model shown in FIG.
5A29) of the physical 3D building model (e.g., physical
building model 5006, FIG. 5A1), the device displays a view
of the rendered 3D building model from the perspective of
the virtual car (e.g., as if the user were looking at the
building model from the perspective of a person within the
virtual car (e.g., the driver)). In some embodiments, the
computer system also ceases to display the augmented
reality environment, including ceasing to display the repre-
sentation of the field of view of the cameras and the first
virtual user interface object. In another example, when
tapping on a virtual person standing next to a virtual model
of the statue sitting on the surface, the device ceases to
display the virtual person, and displays a virtual model of the
statue from the perspective of the virtual person standing
next to the virtual model of the statue.

[0418] In some embodiments, in response to detecting the
first input that corresponds to selection of the first virtual
user interface object, the computer system ceases (810) to
display the representation of the field of view of the one or
more cameras (e.g., content in the field of view of the one
or more cameras that was displayed prior to detecting the
first input as the computer system switches to displaying a
view of the virtual model from a perspective of the first
virtual object) (e.g., ceasing to display wallpaper 5007
and/or the edge of table 5004, as described above with
reference to FIG. 5A30). Ceasing to display what is in the
field of view of the camera(s) when transitioning to viewing
the virtual model from the perspective of the selected virtual
user interface object (e.g., in the virtual reality environment)
indicates that the user is no longer in AR mode and provides
the user with a more immersive viewing experience that
allows the user to focus on the virtual model and the virtual
environment. Providing the user with a more immersive and
intuitive viewing experience of the virtual model enhances
the operability of the device and makes the user-device
interface more efficient (e.g., by reducing user distraction
and mistakes when operating/interacting with the device),
which, additional, reduces power usage and improves bat-
tery life of the device by enabling the user to use the device
more quickly and efficiently, as well as reduces the energy
and processing resources that would be required to capture
and simulate the background user interface.
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[0419] In some embodiments, in response to detecting
movement of at least a portion of the computer system (e.g.,
movement of one or more components of the computer
system, such as the one or more cameras or the input device)
that changes the field of view of the one or more cameras
while displaying the augmented reality environment, the
computer system updates (812) the representation of the
field of view of the one or more cameras. For example, as
described above with reference to FIGS. 5A15-5A16, device
100 changes the field of view of the camera of device 100
in response to movement of device 100. Updating what is
displayed in the augmented reality environment in response
to movement that changes the field of view of the camera(s)
provides consistency between what is displayed and what a
user would expect to see based on the positioning of the
computer system (or more specifically, the camera(s)) in the
physical world, and thus improves the visual feedback
provided to the user (e.g., by making the computer system
appear more responsive to user input and camera position/
direction). Providing the user with a more intuitive viewing
experience enhances the operability of the device and makes
the user-device interface more efficient (e.g., by reducing
user distraction and mistakes when operating/interacting
with the device), which, additionally, reduces power usage
and improves battery life of the device by enabling the user
to use the device more quickly and efficiently.

[0420] In some embodiments, while displaying the aug-
mented reality environment, in response to detecting move-
ment of at least a portion of the computer system (e.g.,
movement of a component of the computer system such as
the one or more cameras or the input device) that changes a
perspective of the contents of the field of view of the one or
more cameras, the computer system updates (814) the rep-
resentation of the field of view of the one or more cameras
and the virtual model in accordance with the changes in the
perspective of the contents of the field of view (e.g., the
computer system, using image analysis, determines an
updated orientation of the one or more cameras to the
physical object, and uses the determined orientation to
update the representation). For example, as described above
with reference to FIGS. 5A3-5A6, device 100 displays
different views of the augmented reality when user 5002
moves from a first position with a first perspective (e.g.,
from the front of table 5004, as shown in FIGS. 5A3-5A4)
to a second position with a second perspective (e.g., from the
side of table 5004, as shown in FIGS. 5A5-5A6). Updating
what is displayed in the augmented reality environment in
response to movement that changes the perspective of the
camera(s) provides consistency between what is displayed
and what a user would expect to see based on the positioning
of the computer system (or more specifically, the camera(s))
in the physical world, and improves the visual feedback
provided to the user (e.g., by making the computer system
appear more responsive to user input and camera position/
direction). Providing the user with a more intuitive viewing
experience enhances the operability of the device and makes
the user-device interface more efficient (e.g., by reducing
user distraction and mistakes when operating/interacting
with the device), which, additionally, reduces power usage
and improves battery life of the device by enabling the user
to use the device more quickly and efficiently.

[0421] In some embodiments, in response to detecting the
first input that corresponds to selection of the first virtual
user interface object, the computer system displays (816) an
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animated transition from the augmented reality environment
to the simulated field of view of the virtual model from the
perspective of the first virtual user interface object in the
virtual model (e.g., an animation from the perspective of a
viewer moving (e.g., flying) from an initial position with a
view of the augmented reality environment as displayed to
the position of the first user interface object in the virtual
model with the simulated field of view). For example, as
described above with reference to FIGS. 5A29-5A31, device
100 displays an animated transition from the augmented
reality environment (FIG. 5A29) to the simulated field of
view of the virtual model from the perspective of vehicle
505 (FIG. 5A31). Displaying an animated transition (e.g., an
animation of flying) between the view of the augmented
reality environment and the simulated view of the virtual
model from the perspective of the virtual user interface
object (e.g., in the virtual reality environment) provides the
user with a smoother transition between the views and gives
the user the impression of entering the virtual reality envi-
ronment from the physical world (or the augmented reality
environment corresponding to the physical world), while
helping the user to maintain context. Providing the user with
a more immersive viewing experience with smoother tran-
sitions into and out of that viewing experience, and helping
the user to maintain context during the viewing experience,
enhances the operability of the device and makes the user-
device interface more efficient (e.g., by reducing user dis-
traction and mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0422] In some embodiments, while displaying the simu-
lated field of view of the virtual model from the perspective
of the first virtual user interface object in the virtual model,
the computer system detects (818) a second input that
corresponds to a request to display the augmented reality
environment (e.g., a request to exit the virtual reality envi-
ronment, such as a selection of an affordance for returning
to the augmented reality environment, or such as selection of
a location in the virtual model that does not have an
associated perspective view of the virtual model); and in
response to the second input that corresponds to the request
to display the augmented reality environment, the computer
system: displays an animated transition from the simulated
field of view of the virtual model to the augmented reality
environment (e.g., an animation from the perspective of a
viewer moving (e.g., flying) from the position of the first
user interface object in the virtual model with the simulated
field of view to a position with a view of the augmented
reality environment); and displays the augmented reality
environment. For example, as described above with refer-
ence to FIGS. 5A37-5A40, while displaying the simulated
field of view from the perspective of person 5060 (FIG.
5A37), device 100 detects input 5066 that corresponds to a
request to display the augmented reality environment (FIG.
5A38), and in response displays the animated transition to
the augmented reality environment (FIGS. 5A39-5A40).
Displaying an animated transition (e.g., an animation of
flying) between the simulated view of the virtual model from
the perspective of the virtual user interface object (e.g., in
the virtual reality environment) and the view of the aug-
mented reality environment provides the user with a
smoother transition between the views and gives the user the
impression of exiting the virtual reality environment and
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returning to the physical world (or the augmented reality
environment corresponding to the physical world), while
helping the user to maintain context. Providing the user with
a more immersive and intuitive viewing experience with
smoother transitions into and out of that viewing experience,
and helping the user to maintain context during the viewing
experience, enhances the operability of the device and
makes the user-device interface more efficient (e.g., by
reducing user distraction and mistakes when operating/
interacting with the device), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0423] In some embodiments, displaying the augmented
reality environment in response to the second input com-
prises (820) displaying the augmented reality environment
in accordance with the field of view of the one or more
cameras subsequent to detecting the second input (e.g., if the
field of view of the one or more cameras has changed since
detecting the first input, then the displayed augmented
reality environment will be shown from a different view in
response to the second input). For example, as described
above with reference to FIGS. 5A39-5A40, the field of view
of'the cameras in FIG. 40 has changed from the field of view
of the cameras in FIG. 28 when input 5050 (to switch to the
simulated perspective view) was detected; accordingly, the
augmented reality environment in FIG. 40 is shown from a
different view in response to input 5066 (to return to the
view of the augmented reality environment). Updating what
is displayed in the augmented reality environment when
returning to the augmented reality environment from the
virtual reality environment provides consistency between
what is displayed and what a user would expect to see based
on the positioning of the computer system (or more specifi-
cally, the camera(s)) in the physical world at the time the
user is returned to the augmented reality view, and thus
improves the visual feedback provided to the user (e.g., by
making the computer system appear more responsive to user
input and camera position/direction). Providing the user
with a more intuitive viewing experience enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by reducing user distraction and mis-
takes when operating/interacting with the device), which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0424] In some embodiments, the field of view of the one
or more cameras subsequent to detecting the second input is
(822) different from the field of view of the one or more
cameras when the first input was detected (e.g., the field of
view of the one or more cameras has changed from the field
of view that was displayed (or of which a representation was
displayed) immediately prior to switching to the virtual
reality environment, as described herein with reference to
FIGS. 5A28 and 5A40, and operation 820). Updating what
is displayed in the augmented reality environment when
returning to the augmented reality environment from the
virtual reality environment provides consistency between
what is displayed and what a user would expect to see based
on the positioning of the computer system (or more specifi-
cally, the camera(s)) in the physical world at the time the
user is returned to the augmented reality view. In particular,
if the field of view of the camera(s) upon returning to the
augmented reality environment is different from the previ-
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ous field of view of the camera(s) just before the user left the
augmented reality environment and entered the virtual real-
ity environment, then the user might naturally expect to see
a different field of view displayed upon returning to the
augmented reality environment. As such, presenting a dif-
ferent view of the augmented reality environment upon
returning improves the visual feedback provided to the user
(e.g., by making the computer system appear more respon-
sive to user input and camera position/direction). Providing
the user with a more intuitive viewing experience enhances
the operability of the device and makes the user-device
interface more efficient (e.g., by reducing user distraction
and mistakes when operating/interacting with the device),
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0425] In some embodiments, the first virtual user inter-
face object moves (824) in the virtual model independently
of inputs from a user of the computer system. In some
embodiments, the first virtual user interface object moves
independently in the augmented reality environment. For
example, when a virtual person walks around in the virtual
model autonomously (e.g., in the augmented reality envi-
ronment); the user of the computer system has no control
over the movement of the virtual person in the virtual model
(e.g., as described herein with reference to FIG. 5A31).
Displaying movement of the virtual user interface object in
the virtual model independent of user inputs (e.g., in the
augmented reality environment) presents the user with a
more intuitive viewing experience in which virtual user
interface objects appear to move autonomously within the
augmented reality environment. Providing the user with a
more intuitive viewing experience enhances the operability
of the device and makes the user-device interface more
efficient (e.g., by reducing user distraction and mistakes
when operating/interacting with the device), which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the user to use the device more
quickly and efficiently.

[0426] In some embodiments, while displaying the simu-
lated field of view of the virtual model from the perspective
of the first virtual user interface object in the virtual model,
the first virtual user interface object moves (826) in the
virtual model in response to one or more inputs from a user
of the computer system. In some embodiments, while view-
ing the virtual model from the perspective of a virtual person
or virtual vehicle in the virtual model, the user controls the
movement of the virtual person or vehicle (e.g., a direction
and/or speed of movement) in the virtual model. For
example, a user may control where the virtual person walks
(e.g., as described herein with reference to FIG. 5A35-
5A37), or where the virtual vehicle drives (e.g., as described
herein with reference to FIG. 5A31-5A33), within the envi-
ronment of the virtual model. Allowing the user to move the
virtual user interface object in the virtual model (e.g., in the
virtual reality environment) provides the user with a more
immersive viewing experience that allows the user to access
additional information about the virtual model as if the user
were present in the virtual model, and improves the visual
feedback provided to the user (e.g., by making the computer
system appear more responsive to user input). Providing the
user with a more immersive viewing experience and
improved visual feedback enhances the operability of the
device and makes the user-device interface more efficient
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(e.g., by reducing user distraction and mistakes when oper-
ating/interacting with the device), which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0427] In some embodiments, while displaying the simu-
lated field of view, the computer system detects (828)
movement of at least a portion of the computer system (e.g.,
movement of one or more components of the computer
system, such as the one or more cameras or the input
device), and, in response to detecting the movement of the
computer system, changes the simulated field of view of the
virtual model from the perspective of the first virtual user
interface object in accordance with the movement of the
computer system. In some embodiments, the simulated field
of view in the virtual reality environment is updated in
accordance with changes in attitude (e.g., orientation and/or
position) of the computer system, or of one or more com-
ponents of the computer system. For example, if a user raises
the computer system upward, the simulated field of view is
updated as if the virtual person in the virtual model lifted
their head to look upward. Changes in attitude of the
computer system are, optionally, determined based on a
gyroscope, magnetometer, inertial measurement unit, and/or
one or more cameras of the device that detect movement of
the device based on objects in the field of view of the one or
more cameras. For example, as described above with refer-
ence to FIGS. 5A35-5A37, in response to movement of
device 100 toward the left and rotation of device 100, the
displayed simulated perspective view of the virtual model,
from the perspective of person 5060, is updated. Changing
what is displayed in the virtual reality environment from the
perspective of the virtual user interface object in response to
movement of the computer system provides the user with a
more immersive viewing experience that allows the user to
access additional information about the virtual model as if
the user were present in the virtual model, and improves the
visual feedback provided to the user (e.g., by making the
computer system appear more responsive to user input).
Providing the user with a more immersive viewing experi-
ence and improved visual feedback enhances the operability
of the device and makes the user-device interface more
efficient (e.g., by reducing user distraction and mistakes
when operating/interacting with the device), which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the user to use the device more
quickly and efficiently.

[0428] In some embodiments, while displaying the simu-
lated field of view of the virtual model from the perspective
of the first virtual user interface object in the virtual model
(e.g., the simulated view from the perspective of vehicle
5050 as shown in FIG. 5A33), the computer system detects
(830) a third input (e.g., input 5062, FIG. 5A34) that
corresponds to selection of a second virtual user interface
object in the virtual model (e.g., a virtual person or virtual
vehicle in the virtual model) (e.g., person 5060, FIG. 5A34);
and in response to detecting the third input that corresponds
to selection of the second virtual user interface object,
displays a second simulated field of view of the virtual
model from a perspective of the second virtual user interface
object in the virtual model (e.g., the simulated view from the
perspective of person 5060 as shown in FIG. 5A35) (e.g.,
and ceases to display the simulated field of view of the
virtual model from the perspective of the first virtual user
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interface object in the virtual model). Allowing the user to
view the virtual model from the perspective of multiple
virtual user interface objects in the virtual model, and
allowing the user to switch between the various perspective
views by selecting the corresponding virtual user interface
object for that view, provides the user with a more immer-
sive viewing experience that allows the user to access
additional information about the virtual model from multiple
perspectives as if the user were present in the virtual model,
and improves the visual feedback provided to the user (e.g.,
by making the computer system appear more responsive to
user input). Providing the user with a more immersive
viewing experience and improved visual feedback enhances
the operability of the device and makes the user-device
interface more efficient (e.g., by reducing user distraction
and mistakes when operating/interacting with the device),
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0429] In some embodiments, while displaying the simu-
lated field of view of the virtual model from the perspective
of the first virtual user interface object in the virtual model
(e.g., the simulated view from the perspective of person
5060 as shown in FIG. 5A37), the computer system detects
(832) a fourth input that corresponds to a selection of a
location in the virtual model other than a virtual user
interface object for which an associated simulated field of
view can be displayed (e.g., as described herein with refer-
ence to input 5066, FIG. 5A38); and, in response to detect-
ing the fourth input, redisplays the augmented reality envi-
ronment (e.g., the view of the augmented reality
environment as shown in FIG. 5A40) (e.g., and ceases to
display the simulated field of view of the virtual model from
the perspective of the first virtual user interface object in the
virtual model). In some embodiments, some virtual user
interface objects in the virtual model are ones for which
simulated fields of view can be displayed from the perspec-
tive of those objects. In some embodiments, other locations
in the virtual model, including some virtual user interface
objects, do not have associated simulated fields of view, or
do not allow display of a simulated field of view from their
perspectives, and, in some embodiments, a user can select
such locations or objects to exit the virtual reality environ-
ment and redisplay the augmented reality environment. For
example, while selection of a virtual person results in
display of a simulated field of view from the perspective of
the virtual person, selection of a patch of grass results in exit
of the virtual reality environment and redisplay of the
augmented reality environment. In some embodiments, the
device redisplays the augmented reality environment and
ceases to display the simulated field of view of the virtual
model from the perspective of the first virtual user interface
object in the virtual model in response to selection of an
“exit” button or affordance or in response to a gesture such
as an edge swipe gesture that starts from an edge of the
touch-sensitive surface or a pinch gesture that includes
movement of two or more contacts toward each other by at
least a predetermined amount. Allowing the user to return
from the virtual reality environment to the augmented reality
environment by selecting a location in the virtual model for
which a corresponding perspective view is not displayed
provides the user with an intuitive and straightforward way
to transition back to the augmented reality environment
without requiring more inputs or additional displayed con-
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trols. Reducing the number of inputs needed to perform an
operation and providing additional control options without
cluttering the user interface with additional displayed con-
trols enhances the operability of the device and makes the
user-device interface more efficient (e.g., by reducing user
distraction and mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0430] It should be understood that the particular order in
which the operations in FIGS. 8A-8C have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 900, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 800 described above with respect to FIGS.
8A-8C. For example, the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
tions described above with reference to method 800 option-
ally have one or more of the characteristics of the contacts,
gestures, user interface objects, intensity thresholds, focus
indicators, and/or animations described herein with refer-
ence to other methods described herein (e.g., methods 600,
700, 900, 1000, 1100, 1200, and 1300). For brevity, these
details are not repeated here.

[0431] FIGS. 9A-9E are flow diagrams illustrating method
900 of three-dimensional manipulation of virtual user inter-
face objects, in accordance with some embodiments.
Method 900 is performed at a computer system (e.g., por-
table multifunction device 100, FIG. 1A, device 300, FIG.
3A, or a multi-component computer system including head-
set 5008 and input device 5010, FIG. 5A2) that includes
(and/or is in communication with) a display generation
component (e.g., a display, a projector, a heads-up display,
or the like) and an input device (e.g., a touch-sensitive
surface, such as a touch-sensitive remote control, or a
touch-screen display that also serves as the display genera-
tion component, a mouse, a joystick, a wand controller,
and/or cameras tracking the position of one or more features
of'the user such as the user’s hands), optionally one or more
cameras (e.g., video cameras that continuously provide a
live preview of at least a portion of the contents that are
within the field of view of the cameras and optionally
generate video outputs including one or more streams of
image frames capturing the contents within the field of view
of the cameras), optionally one or more attitude sensors,
optionally one or more sensors to detect intensities of
contacts with the touch-sensitive surface, and optionally one
or more tactile output generators. In some embodiments, the
input device (e.g., with a touch-sensitive surface) and the
display generation component are integrated into a touch-
sensitive display. As described above with respect to FIGS.
3B-3D, in some embodiments, method 900 is performed at
a computer system 301 (e.g., computer system 301-a, 301-5,
or 301-¢) in which respective components, such as a display
generation component, one or more cameras, one or more
input devices, and optionally one or more attitude sensors
are each either included in or in communication with com-
puter system 301.

Feb. 28,2019

[0432] Insome embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 900 are, optionally, combined and/or
the order of some operations is, optionally, changed.

[0433] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112) and one or more integrated cameras. However, analo-
gous operations are, optionally, performed on a computer
system (e.g., as shown in FIG. 5A2) with a headset 5008 and
a separate input device 5010 with a touch-sensitive surface
in response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008. Similarly, analogous operations are, optionally, per-
formed on a computer system having one or more cameras
that are implemented separately (e.g., in a headset) from one
or more other components (e.g., an input device) of the
computer system; and in some such embodiments, “move-
ment of the computer system” corresponds to movement of
one or more cameras of the computer system, or movement
of one or more cameras in communication with the com-
puter system.

[0434] As described below, method 900 relates to adjust-
ing (on a display of a computer system) an appearance of a
virtual user interface object, also referred to herein as a
virtual object, in an augmented reality environment (e.g., in
which reality is augmented with supplemental information
that provides additional information to the user that is not
available in the physical world), based on selection of a
portion of the virtual user interface object and movement of
an input in two dimensions. Adjusting an appearance of a
virtual user interface object (e.g., moving the virtual user
interface object or adjusting the size of the virtual user
interface object) based on selection of a portion of the virtual
user interface object and movement of an input in two
dimensions provides an intuitive way for the user to adjust
the appearance of the virtual user interface object (e.g., via
movement of a contact on the input device or movement of
a remote control), thereby enhancing the operability of the
device and making the user-device interface more efficient
(e.g., by allowing the user to interact with the virtual user
interface object directly rather than cluttering the displayed
user interface with additional controls), which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0435] The computer system (e.g., device 100, FIG. 5B2)
displays (902), via the display generation component (e.g.,
display 112, FIG. 5B2), a first virtual user interface object
(e.g., user interface object 5210, FIG. 5B2) in a virtual
three-dimensional space. For example, in some embodi-
ments, the first virtual user interface object is a 2D or 3D
virtual object that appears to be attached to, or cover, a
physical object (e.g., reference mat 5208a, FIG. 5B2) in the
field of view of one or more cameras that are coupled to the
computer system. The location and/or orientation of the first
virtual user interface object 5210 is optionally determined
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based on the location, shape, and/or orientation of the
physical object 5208a in the field of view of the one or more
cameras.

[0436] While displaying the first virtual user interface
object 5210 in the virtual three-dimensional space (904), the
computer system detects, via the input device, a first input
that includes selection of a respective portion of the first
virtual user interface object 5210 and movement of the first
input in two dimensions (e.g., movement of a contact across
a planar touch-sensitive surface, or movement of a remote
control that include movement components in two orthogo-
nal dimensions of the three dimensional physical space
around the remote control).

[0437] Forexample, as illustrated in FIG. 5B6, an input by
contact 5222 selects the top surface of virtual user interface
object 5210 (as indicated by movement projections 5226
that indicate the plane of movement of virtual box 5210) and
the contact 5222 moves in two dimensions across touch-
sensitive surface 112, as indicated by arrow 5228.

[0438] In another example, illustrated in FIG. 5B 10, an
input by contact 5232 selects the front surface of virtual user
interface object 5210 (as indicated by movement projections
5236) and the contact 5232 moves in two dimensions across
touch-sensitive surface 112, as indicated by arrow 5238.
[0439] In another example, illustrated in FIGS. 5B18-
5B20, an input by contact 5244 selects the top surface of
virtual user interface object 5210 (as indicated by resizing
projections 5246 that indicate an axis along which virtual
box 5210 will be resized in response to subsequent move-
ment of the contact) and the contact 5244 moves in two
dimensions across touch-sensitive surface 112, as indicated
by arrow 5248.

[0440] In another example, illustrated in FIGS. 5B28-
5B30, an input by contact 5262 selects the front surface of
virtual user interface object 5260 (as indicated by resizing
projections 5266 that indicate an axis along which virtual
box 5260 will be resized) and the device 100 moves in two
dimensions, as indicated by arrow 5268.

[0441] Inresponse to detecting the first input that includes
movement of the first input in two dimensions (906): in
accordance with a determination that the respective portion
of'the first virtual user interface object is a first portion of the
first virtual user interface object (e.g., a first side of a cubical
object, such as the top side of virtual user interface object
5210 as indicated in FIG. 5B6), the computer system adjusts
an appearance of the first virtual user interface object (e.g.,
by resizing, translating, and/or skewing) in a first direction
determined based on the movement of the first input in two
dimensions (e.g., as indicated by arrow 5228, FIG. 5B6) and
the first portion of the first virtual user interface object that
was selected. The adjustment of the first virtual user inter-
face object in the first direction is constrained to movement
in a first set of two dimensions of the virtual three-dimen-
sional space (e.g., as indicated by movement projections
5226). In accordance with a determination that the respec-
tive portion of the first virtual user interface object 5210 is
a second portion of the first virtual user interface object that
is distinct from the first portion of the first virtual user
interface object (e.g., a second side of the cubical object that
is next to or opposite to the first side of the cubical object,
such as the front side of virtual user interface object 5210 as
indicated in FIG. 5B 10), the computer system adjusts the
appearance of the first virtual user interface object (e.g., by
resizing, translating, and/or skewing) in a second direction
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that is different from the first direction. The second direction
is determined based on the movement of the first input in
two dimensions (e.g., as indicated by arrow 5238, FIG. 5B
10) and the second portion of the first virtual user interface
object that was selected. The adjustment of the first virtual
user interface object 5210 in the second direction is con-
strained to movement in a second set of two dimensions of
the virtual three-dimensional space (e.g., as indicated by
movement projections 5236) that is different from the first
set of two dimensions of the virtual three-dimensional space.
For example, an amount of adjustment that is made to the
appearance of the first virtual user interface object 5210 in
a respective direction of the first direction and the second
direction is constrained in at least one dimension of virtual
three-dimensional space (e.g., as indicated by movement
projections) that is selected in accordance with the respec-
tive portion of the first virtual user interface object that was
selected. In some embodiments, the movement of the cubi-
cal object in the virtual three-dimensional space is con-
strained to the plane of the selected side of the cubical object
(e.g., as illustrated by FIGS. 5B6-5B8 and 5B 10-5B11). In
some embodiments, the extrusion of the cubical object is
constrained within the direction that is perpendicular to the
plane of the selected side of the cubical object (e.g., as
illustrated in FIGS. 5B 19-5B20 and FIGS. 5B29-5B30). In
some embodiments, while the first virtual user interface
object is selected, a visual indication of selection of the first
virtual user interface object is displayed. For example, one
or more lines along edges of first virtual user interface object
are highlighted (e.g., as illustrated by movement projections
5226 and 5236) and/or the first virtual user interface object
is highlighted. In some embodiments, the computer system
detects a plurality of inputs that include selection of a
respective portion of the first virtual user interface object
and movement of the first input in two dimensions, wherein
the plurality of inputs includes at least one input for which
the respective portion of the first virtual user interface object
is the first portion of the first virtual user interface object,
and at least one input for which the respective portion of the
first virtual user interface object is the second portion of the
first virtual user interface object.

[0442] In some embodiments, the first portion is (908) a
first side (e.g., top side 5224, FIG. 5B6) of the first virtual
user interface object, the second portion is a second side
(e.g., front side 5234, FIG. 5B 10) of the first virtual user
interface object, and the first side is not parallel to the second
side (e.g., the first side is perpendicular to the second side).
Adjusting the appearance of the virtual user interface dif-
ferently depending on whether the selected portion of the
virtual user interface object is a first side of the object or a
second side of the object (that is not parallel to the first side
of'the object) provides an intuitive way for the user to adjust
the appearance of the first virtual user interface object (e.g.,
by allowing the user to adjust the appearance of the first
virtual user interface object in a particular plane or along a
particular axis). Allowing the user to adjust the first virtual
user interface object (e.g., via direct interaction with a
selected portion of the first virtual user interface object)
avoids cluttering the user interface with additional displayed
controls, thereby enhancing the operability of the device and
making the user-device interface more efficient, which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.
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[0443] In some embodiments, adjusting the appearance of
the first virtual user interface object includes (910) adjusting
the appearance of the first virtual user interface object (e.g.,
moving or resizing the first virtual user interface object)
such that a position of the first virtual user interface object
is locked to a plane that is parallel to the selected respective
portion of the virtual user interface object (e.g., by locking
aposition of the first virtual user interface object is to a plane
that is parallel to the selected respective portion of the virtual
user interface object). For example, in FIGS. 5B6-5B8, the
position of virtual user interface object 5210 is locked to a
plane, indicated by movement projections 5226, that is
parallel to selected top side 5224 of virtual user interface
object 5210. In some embodiments, the parallel plane is
perpendicular to a line that is normal to the surface of the
selected respective portion and is in contact with that
surface. The two-dimensional movement of the first input
corresponds to two-dimensional movement of the first vir-
tual user interface object on the plane that is parallel to the
selected respective portion of the virtual user interface
object (e.g., by mapping the two-dimensional movement of
the first input to two-dimensional movement of the first
virtual user interface object on the plane that is parallel to the
selected respective portion of the virtual user interface
object). For example, movement of input by contact 5222, as
indicated by arrows 5228 and 5230, causes virtual object
5210 to move on the plane indicated by movement projec-
tions 5226. In some embodiments, adjusting the appearance
of the first virtual interface object in the first direction
includes adjusting the appearance of the first virtual inter-
face object along a first plane (e.g., and adjusting in the
second direction includes adjusting along a second plane
that is not parallel (e.g., perpendicular to) the first plane). For
example, in FIGS. 5B6-5B8, virtual user interface object
5210 is moved along a first plane, as illustrated by move-
ment projections 5226, and in FIGS. 5B 10-5B 11, virtual
user interface object 5210 is moved along a second plane, as
illustrated by movement projections 5236. Adjusting the
appearance of the first virtual user interface object such that
the position of the first virtual user interface object is locked
to a plane that is parallel to the selected respective portion
of the virtual user interface, and such that movement of the
first virtual user interface object is on the plane, enable an
object to be manipulated in a three-dimensional space using
inputs on a two-dimensional surface (e.g., touch-sensitive
surface 112). Enabling an object to be manipulated in
three-dimensional space using inputs on a two-dimensional
surface provides an intuitive way for a user to adjust the
appearance of the first virtual user interface object (e.g., by
confining movement of the first virtual user interface object
to a plane, such that the user can predict and understand how
the appearance of the first virtual user interface object will
be adjusted in response to input in two dimensions), thereby
enhancing the operability of the device and making the
user-device interface more efficient, which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0444] In some embodiments, adjusting the appearance of
the first virtual user interface object includes (912) display-
ing (e.g., while the first input is detected) a plane-of-
movement indicator (e.g., one or more lines that extend from
edges of the object (such as movement projections 5226), a
shape outline displayed in the plane, and/or a grid displayed
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in the plane) that includes a visual indication of the plane
that is parallel to the selected respective portion of the virtual
user interface object. Displaying a visual indication of the
plane that is parallel to the selected respective portion of the
virtual user interface object improves the visual feedback
provided to the user (e.g., by providing an indication of how
the appearance of the first virtual user interface object will
be adjusted in response to input in two dimensions),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0445] In some embodiments, the plane-of-movement
indicator includes (914) one or more projections (e.g., lines)
that extend from the first virtual user interface object (e.g.,
from a surface and/or side of the first virtual user interface
object) along the plane that is parallel to the selected
respective portion of the virtual user interface object (such
as movement projections 5226). Displaying projections that
extend from the first virtual user interface object (e.g., to
indicate the plane along which the first virtual user interface
object will move in response to input in two dimensions)
enhances the operability of the device and makes the user-
device interface more efficient (e.g., by helping the user to
achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0446] In some embodiments, in response to detecting the
first input that includes movement of the first input, the
computer system determines (916) whether the first input
meets size adjustment criteria. In some embodiments, deter-
mining whether the first input meets size adjustment criteria
includes determining whether the first input has a duration
that increases above a duration threshold (e.g., the first input
is a long press input). In some embodiments, the computer
system includes one or more sensors configured to detect
intensities of contacts with a touch-sensitive surface and
determining whether the first input meets size adjustment
criteria includes determining whether the first input has a
characteristic intensity (e.g., as described with regard to
FIGS. 4D-4E) that increases above an intensity threshold
(e.g., light press intensity threshold 1T, and/or deep press
intensity threshold IT ). In accordance with a determination
that the first input meets the size adjustment criteria, the
computer system adjusts the appearance of the first virtual
user interface object such that a position of the first virtual
user interface object is locked to an anchor point in the
virtual three-dimensional space (e.g., a position of the first
virtual user interface object is locked to an anchor point in
the virtual three-dimensional space) and a size of the first
virtual user interface object is adjusted along an axis that is
perpendicular to the selected respective portion (e.g., the
axis is normal to the surface of the selected respective
portion (or a centroid of the selected respective portion) of
the first virtual user interface object. For example, in FIGS.
5B 18-5B 19, in accordance with a determination that an
input by contact 5244 meets duration criteria, it is deter-
mined that the input meets size adjustment criteria (e.g., as
indicated by display of resizing projections 5246 that are
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perpendicular to the top side 5224 of virtual user interface
object 5210 that is selected by contact 5244) and, in FIGS.
5B 19-5B20, the size of virtual user interface object 5210 is
adjusted along the axis indicated by resizing projections
5246. Allowing the user to adjust the size of the virtual user
interface object in response to an input that includes move-
ment of the input in two dimensions provides an intuitive
way for the user to adjust the size of the virtual user interface
object, improves the feedback provided to the user (e.g., by
making the computer system appear more responsive to user
input), enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0447] In some embodiments, the anchor point is (918)
located on a portion of the first virtual user interface object
that is opposite to the selected respective portion of the first
virtual user interface object (e.g., the anchor point is located
on a side of the first virtual user interface object that is
opposite to a selected side of the virtual user interface
object). For example, in FIG. 5B19, the selected side of
virtual user interface object 5210 is top side 5224 (e.g., as
indicated by display of resizing projections 5246 that are
perpendicular to the top side 5224) and the anchor point is
located on the side of virtual user interface object 5210 that
is opposite top side 5224 (e.g., the side of virtual user
interface object 5210 that is adjacent to displayed version
52085 of reference mat 5208). In some embodiments, the
anchor point is located on the selected respective portion of
the virtual user interface object. Anchoring the portion of the
first virtual user interface object to a point on a portion of the
first virtual user interface object that is opposite to the
selected portion provides an intuitive way for the user to
adjust the appearance of the virtual user interface object
(e.g., by giving the user a sense of extending the object by
pulling outward from the selected surface, particularly when
the first virtual user interface object is shown relative to a
plane), enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0448] In some embodiments, the anchor point is (920) a
centroid of the first virtual user interface object (e.g., a
centroid of the first virtual user interface object at the time
that the position of the first virtual user interface object
becomes locked). For example, the anchor point is a centroid
of virtual user interface object 5210. Anchoring the portion
of'the first virtual user interface object to a point at a centroid
of' the first virtual user interface object that is opposite to the
selected portion provides an intuitive way for the user to
adjust the appearance of the virtual user interface object
(e.g., by giving the user a sense of extending the object by
pulling outward from the selected surface, particularly when
the first virtual user interface object is suspended in space),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
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device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0449] In some embodiments, adjusting the appearance of
the first virtual user interface object includes (922) display-
ing (e.g., while the first input is detected) an axis-of-
movement indicator, wherein the axis-of-movement indica-
tor includes a visual indication (e.g., one or more lines that
extend from edges of the object, a shape outline displayed in
the plane, and/or a grid displayed in the plane) of an axis that
is perpendicular to the selected respective portion of the first
virtual user interface object. For example, an axis-of move-
ment indicator includes resizing projections 5246 that are
perpendicular to the top side 5224 of virtual user interface
object selected by contact 5244 in F1G. 5B 19. Displaying an
axis-of-movement indicator of an axis that is perpendicular
to the selected respective portion of the first virtual user
interface object improves the visual feedback provided to
the user (e.g., by providing an indication of how the appear-
ance of the first virtual user interface object will be adjusted
in response to input in two dimensions), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device),
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0450] In some embodiments, the axis-of-movement indi-
cator includes (924) one or more projections (e.g., resizing
projections 5246, FIG. 5B 19) parallel to the axis that is
perpendicular to the respective portion of the first virtual
user interface object (e.g., top side 5224 of virtual user
interface object 5210), wherein the one or more projections
extend from (a surface and/or side of) the first virtual user
interface object. Displaying projections that extend from the
first virtual user interface object improves the visual feed-
back provided to the user (e.g., by showing, using indicators
placed relative to the first virtual user interface object, how
input will change the appearance of the first virtual user
interface object), enhances the operability of the device, and
makes the user-device interface more efficient (e.g., by
helping the user to achieve an intended outcome with the
required inputs and reducing user mistakes when operating/
interacting with the device), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0451] In some embodiments, the computer system
includes (926) one or more tactile output generators 163 for
generating tactile outputs. While adjusting an appearance of
the first virtual user interface object in a respective direction,
the computer system determines that the movement of the
first input causes a respective portion of the first virtual user
interface object to collide with a virtual element that exists
in the virtual three-dimensional space (e.g., a virtual element
that is displayed or not displayed in the virtual three-
dimensional space, such as another virtual user interface
object and/or a virtual grid line, such as a grid line of
displayed version 52085 of reference mat 5208). In accor-
dance with the determination that the movement of the first
input causes the respective portion of the first virtual user
interface object to collide with the virtual element, the
computer system generates, with the one or more tactile
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output generators 163, a tactile output. Generating a tactile
output in accordance with a determination that a portion of
the first virtual user interface object has been caused to
collide with a virtual element improves the feedback pro-
vided to the user (e.g., by indicating a distance and direction
that the first virtual user interface object has moved (as the
first virtual user interface object moves across virtual grid
lines) and/or by giving the user an intuitive understanding of
the relative positions of the virtual user interface object and
the virtual elements in its environment). This enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by helping the user to move the
object to a desired location), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0452] In some embodiments, while displaying the virtual
three-dimensional space (928) (e.g., prior to creation and/or
display of the first virtual user interface object in the virtual
three-dimensional space), the computer system detects, via
the input device, a second input that is directed to a first
location in the virtual three-dimensional space (e.g., a loca-
tion that corresponds to a respective portion of the first
virtual user interface object or a location that does not
correspond to the first virtual user interface object). For
example, an input by contact 5254 is detected, as indicated
in FIG. 5B24. In response to detecting the second input, in
accordance with a determination that the second input has a
first input type (e.g., the second input is a tap input), the
computer system displays, at the first location in the virtual
three-dimensional space, an insertion cursor (e.g., insertion
cursor 5256, FIG. 5B25). While the insertion cursor is
displayed at the first location, the computer system detects,
via the input device, a third input (e.g., as indicated by
contact 5258, FIG. 5B26). In response to detecting the third
input, the computer system, in accordance with a determi-
nation that the third input has the first input type (e.g., the
third input is a tap input) and is directed to the first location
that corresponds to the displayed insertion cursor, inserts a
second virtual user interface object (e.g., virtual user inter-
face object 5260, FIG. 5B26) at the first location. In accor-
dance with a determination that the third input has the first
input type and is directed to a second location that does not
correspond to the displayed insertion cursor (e.g., as shown
in FIG. 5B22-5B25), the computer system displays the
insertion cursor at the second location. For example, in FIG.
5B22, an input by contact 5250 causes an insertion cursor
5252 to be placed at a location that corresponds to the
location of contact 5250, as indicated in FIG. 5B23. A
subsequent input by contact 5254 is detected at a location
that does not correspond to the location of insertion cursor
5252. Because the location of contact 5254 does not corre-
spond to the location of insertion cursor 5252, in FIG. 5B25,
an insertion cursor 5256 is displayed at a location that
corresponds to the location of contact 5254 (and no new
virtual user interface object is generated in response to the
input by contact 5254). In some embodiments, the computer
system detects a plurality of inputs, wherein the plurality of
inputs includes at least one input that has the first input type
and that is directed to a first location that corresponds to a
displayed insertion cursor, and at least one input that has the
first input type and that is directed to a second location that
does not correspond to a displayed insertion cursor. Deter-
mining whether to insert a new virtual user interface object
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or move the insertion cursor, depending on whether the
location of an input of the first type corresponds to a location
of'a displayed insertion cursor or to a location that does not
include the displayed insertion cursor, enables the perfor-
mance of multiple different types of operations with the first
type of input. Enabling the performance of multiple different
types of operations with the first type of input increases the
efficiency with which the user is able to perform these
operations, thereby enhancing the operability of the device,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0453] In some embodiments, while displaying the virtual
three-dimensional space (930), the computer system detects,
via the input device, a fourth input that is directed to a third
location in the virtual three-dimensional space (e.g., an input
by contact 5270, as shown in FIG. 5B32). In response to
detecting the fourth input that is directed to the third location
in the virtual three-dimensional space, in accordance with a
determination that the fourth input has the first input type
(e.g., the fourth input is a tap input), the computer system
displays an insertion cursor (e.g., insertion cursor 5272, FIG.
5B33) at the third location (e.g., moves an existing insertion
cursor from a second location to the respective location, or
displays a new insertion cursor at the respective location if
no insertion cursor was displayed in the simulated environ-
ment prior to the first input). While the insertion cursor is
displayed at the third location, the computer system detects,
via the input device, a fifth input (e.g., an input by contact
5276, F1G. 5B34) at a location that corresponds to a new
object control (e.g., new object control 5216) that, when
activated, causes insertion of a new virtual user interface
object at the third location. In response to detecting the fifth
input, the computer system inserts the new virtual user
interface object (e.g., virtual user interface object 5276, FIG.
5B36) at the third location. Providing a new object control
that, when activated, causes insertion of a new virtual user
interface object at a location of an insertion cursor increases
the efficiency with which a user is able to create new virtual
user interface objects (e.g., by allowing the user to insert a
series of new virtual user interface objects by providing
repeated inputs at the location of the new object control).
Increasing the efficiency with which a user is able to create
new virtual user interface objects enhances the operability of
the device and makes the user-device interface more effi-
cient, which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0454] Insome embodiments, the computer system detects
(932), via the input device, a gesture that corresponds to an
interaction with the virtual three-dimensional space (e.g., a
pinch or swipe gesture on the touch-sensitive surface). For
example, FIGS. 5B36-5B37 illustrate a pinch gesture by
contacts 5278 and 5280. In response to detecting the gesture
that corresponds to the interaction with the virtual three-
dimensional space, the computer system performs an opera-
tion in the virtual three-dimensional space that corresponds
to the gesture (e.g., zooming, rotating, moving an object,
etc.). For example, in response to the pinch gesture illus-
trated in FIGS. 5B36-5B37, a zoom operation is performed
(e.g., virtual user interface object 5210, 5260, and 5276 are
reduced in size as the zoom out operation occurs). Perform-
ing an operation in virtual three-dimensional space in
response to a gesture, such as a pinch or a swipe, that
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interacts with the virtual three-dimensional space provides
an efficient and intuitive way for the user to control the
virtual three-dimensional space (e.g., by allowing the user to
adjust a view of the virtual three-dimensional space using a
single input with motion, such as a pinch or swipe, that
corresponds to adjustment of the virtual three-dimensional
space). Providing the user with gesture-based control of the
virtual three-dimensional space avoids cluttering the user
interface with additional displayed controls, thereby enhanc-
ing the operability of the device and making the user-device
interface more efficient, which, additionally, reduces power
usage and improves battery life of the device by enabling the
user to use the device more quickly and efficiently.

[0455] In some embodiments, the computer system
includes (934) one or more cameras, and the displayed
virtual three-dimensional space includes one or more physi-
cal objects (e.g., reference mat 5208a, FIG. 5B2) that are in
a field of view of the one or more cameras and one or more
virtual three-dimensional models of the one or more physi-
cal objects that are in the field of view of the one or more
cameras (e.g., displayed version 52085 of reference mat
5208a). Displaying a virtual three-dimensional model of a
physical object provides a frame of reference in the physical
world for the displayed virtual three-dimensional space.
Providing this frame of reference allows the user to change
a view of virtual objects in the virtual three-dimensional
space by manipulating a physical object (such as a reference
mat, e.g., by rotating the reference mat), thereby providing
an intuitive way for the user to adjust a view of the first
virtual user interface object, enhancing the operability of the
device and making the user-device interface more efficient,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0456] In some embodiments, the appearance of the first
virtual user interface object is (936) adjusted in response to
detecting the movement of the first input relative to a
respective physical object in the field of view of the one or
more cameras without regard to whether the movement of
the first input is due to: movement of the first input on the
input device (e.g., movement of a contact across the touch-
screen display or across the touch-sensitive surface of the
input device while the input device is held substantially
stationary in physical space), movement of the one or more
cameras relative to the respective physical object (e.g.,
movement of the computer system including the cameras in
the physical space while the contact is maintained and kept
stationary on the touch-screen display or touch-sensitive
surface of the input device), or a combination of the move-
ment of the first input on the input device and the movement
of the one or more cameras relative to the respective
physical object (e.g., concurrent movement of the contact
across the touch-screen display or touch-sensitive surface of
the input device and movement of the computer system
including the cameras in the physical space). For example,
as shown in FIGS. 5B29-5B30, device 100 (e.g., a comput-
ing device that includes one or more cameras) is moved
relative to the reference mat 52084 while contact 5262 is
maintained and kept stationary on the touch-screen display
112. In response to the movement of device 100, the size of
virtual object 5260 is adjusted. Adjusting the appearance of
the virtual user interface object without regard to the manner
of movement of the input (e.g., by allowing the user to adjust
the appearance of the virtual user interface object with only
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movement of the input on the input device, with only
movement of the cameras relative to the physical object, or
with a combination of movement of the input and the
cameras) provides an intuitive way for the user to adjust the
appearance of the virtual user interface object, improves the
visual feedback provided to the user (e.g., by making the
computer system appear more responsive to user input),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0457] It should be understood that the particular order in
which the operations in FIGS. 9A-9E have been described is
merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 900 described above with respect to FIGS.
9A-9E. For example, the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
tions described above with reference to method 900 option-
ally have one or more of the characteristics of the contacts,
gestures, user interface objects, intensity thresholds, focus
indicators, and/or animations described herein with refer-
ence to other methods described herein (e.g., methods 600,
700, 800, 1000, 1100, 1200, and 1300). For brevity, these
details are not repeated here.

[0458] FIGS. 10A-10E are flow diagrams illustrating
method 1000 of transitioning between viewing modes of a
displayed simulated environment, in accordance with some
embodiments. Method 1000 is performed at a computer
system (e.g., portable multifunction device 100, FIG. 1A,
device 300, FIG. 3A, or a multi-component computer sys-
tem including headset 5008 and input device 5010, FIG.
5A2) that includes (and/or is in communication with) a
display generation component (e.g., a display, a projector, a
heads-up display, or the like) and an input device (e.g., a
touch-sensitive surface, such as a touch-sensitive remote
control, or a touch-screen display that also serves as the
display generation component, a mouse, a joystick, a wand
controller, and/or cameras tracking the position of one or
more features of the user such as the user’s hands), option-
ally one or more cameras (e.g., video cameras that continu-
ously provide a live preview of at least a portion of the
contents that are within the field of view of the cameras and
optionally generate video outputs including one or more
streams of image frames capturing the contents within the
field of view of the cameras), optionally one or more attitude
sensors, optionally one or more sensors to detect intensities
of contacts with the touch-sensitive surface, and optionally
one or more tactile output generators. In some embodiments,
the input device (e.g., with a touch-sensitive surface) and the
display generation component are integrated into a touch-
sensitive display. As described above with respect to FIGS.
3B-3D, in some embodiments, method 1000 is performed at
a computer system 301 (e.g., computer system 301-a, 301-5,
or 301-¢) in which respective components, such as a display
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generation component, one or more cameras, one or more
input devices, and optionally one or more attitude sensors
are each either included in or in communication with com-
puter system 301.

[0459] In some embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 1000 are, optionally, combined and/or
the order of some operations is, optionally, changed.
[0460] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112) and one or more integrated cameras. However, analo-
gous operations are, optionally, performed on a computer
system (e.g., as shown in FIG. 5A2) with a headset 5008 and
a separate input device 5010 with a touch-sensitive surface
in response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008. Similarly, analogous operations are, optionally, per-
formed on a computer system having one or more cameras
that are implemented separately (e.g., in a headset) from one
or more other components (e.g., an input device) of the
computer system; and in some such embodiments, “move-
ment of the computer system” corresponds to movement of
one or more cameras of the computer system, or movement
of one or more cameras in communication with the com-
puter system.

[0461] As described below, method 1000 relates to detect-
ing a gesture at an input device of a computer system.
Depending on whether the gesture meets mode change
criteria, a subsequent change in attitude (e.g., orientation
and/or position) of at least a portion of the computer system
relative to a physical environment either causes a transition
from displaying the simulated environment in a first viewing
mode (in which a fixed spatial relationship is maintained
between a virtual user interface object and the physical
environment) to a second viewing mode (in which the fixed
spatial relationship between the virtual user interface object
and the physical environment is not maintained) or changing
an appearance of the first virtual user interface object in
response to the change in attitude. Determining whether to
transition from the first viewing mode to the second viewing
mode or to change the appearance of the first virtual user
interface object in the first viewing mode enables the per-
formance of multiple different types of operations in
response to a change in attitude of at least a portion of the
computer system. Enabling the performance of multiple
different types of operations in response to a change in
attitude increases the efficiency with which the user is able
to perform these operations, thereby enhancing the operabil-
ity of the device, which, additionally, reduces power usage
and improves battery life of the device by enabling the user
to use the device more quickly and efficiently.

[0462] In a first viewing mode, the computer system (e.g.,
device 100, FIG. 5C1) displays (1002) via a display gen-
eration component of the computer system (e.g., touch
screen display 112), a simulated environment (e.g., a virtual
reality (VR) environment or an augmented reality (AR)
environment) that is oriented relative to a physical environ-
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ment of the computer system. Displaying the simulated
environment in the first viewing mode includes displaying a
first virtual user interface object (e.g., virtual box 5302) in
a virtual model (e.g., a rendered 3D model) that is displayed
at a first respective location in the simulated environment
that is associated with the physical environment of the
computer system. For example, the visual appearance (e.g.,
as reflected in the size, location, and orientation) of the
rendered 3D model changes depending on how the computer
system is located and oriented relative to the tabletop or
other surface in the physical environment.

[0463] While displaying the simulated environment
(1004), the computer system detects, via the one or more
attitude sensors, a first change in attitude (e.g., orientation
and/or position) of at least a portion of the computer system
(e.g., a change in attitude of a component of the computer
system such as a component of the computer system that
includes one or more cameras used to generate the repre-
sentation of the physical environment) relative to the physi-
cal environment (e.g., a change caused by a first movement
of the touch-screen display, the virtual reality headset, or the
touch-sensitive remote control). For example, FIGS. 5C1-
5C2 illustrate a first change in attitude of device 100.
[0464] In response to detecting the first change in the
attitude of the portion of the computer system (1006), the
computer system changes an appearance of the first virtual
user interface object in the virtual model so as to maintain
a fixed spatial relationship (e.g., orientation, size and/or
position) between the first virtual user interface object and
the physical environment (e.g., the rendered 3D model is
placed directly at the location of the tabletop or other surface
that is in the field of view of the camera of the computer
system and remains coplanar and stuck to the tabletop or
other surface as the location of the tabletop or other surface
changes in the field of view of the camera with the move-
ment of the computer system). For example, from FIG. 5C1
to 5C2, the size and position of virtual box 5302 on display
112 changes to maintain a fixed spatial relationship between
virtual box 5302 and physical reference mat 5208a.

[0465] After changing the appearance of the first virtual
user interface object based on the first change in attitude of
the portion of the computer system (1008), the computer
system detects, via the input device, a first gesture that
corresponds to an interaction with the simulated environ-
ment (e.g., a pinch or swipe gesture on the touch-sensitive
surface). FIGS. 5C4-5C6 provide an example of input that
includes an upward swipe and a downward swipe (for
moving virtual box 5302 in the simulated environment
displayed by device 100). FIGS. 5C9-5C11 provide an
example of a pinch gesture (for zooming the simulated
environment displayed by device 100).

[0466] In response to detecting the first gesture that cor-
responds to the interaction with the simulated environment
(1010), the computer system performs an operation in the
simulated environment that corresponds to the first gesture
(e.g., zooming, rotating, moving an object, etc.). FIGS.
5C4-5C6 illustrate movement of a virtual box 5302 in
response to a detected swipe gesture. FIGS. 5C9-5C11
illustrate zooming the simulated environment in response to
a detected pinch gesture.

[0467] After performing the operation that corresponds to
the first gesture (1012), the computer system detects, via the
one or more attitude sensors, a second change in attitude
(e.g., orientation and/or position) of the portion of the
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computer system relative to the physical environment. For
example, FIGS. 5C12-5C13 illustrate an attitude change that
includes movement of device 100 relative to physical ref-
erence mat 5208¢ in physical environment 5200.

[0468] In response to detecting the second change in the
attitude of the portion of the computer system (1014), in
accordance with a determination that the first gesture met
mode change criteria, the computer system transitions from
displaying the simulated environment, including the virtual
model, in the first viewing mode to displaying the simulated
environment, including the virtual model, in a second view-
ing mode. The mode change criteria include a requirement
that the first gesture corresponds to an input that changes a
spatial parameter (e.g., orientation, size and/or position) of
the simulated environment relative to the physical environ-
ment (e.g., a pinch-to-zoom gesture to zoom out of the
simulated environment, a depinch-to-zoom-out gesture to
magnify the simulated environment, a swipe gesture to
rotate or translate the simulated environment, and/or an
input to display a point of view (POV) of another device
viewing the simulated environment or a POV of a virtual
object in the environment). For example, in response to the
pinch-to-zoom input illustrated in FIGS. 5C9-5C11, device
100 transitions from displaying the simulated environment
in a first viewing mode (an augmented reality viewing
mode) to displaying the simulated environment in a second
viewing mode (a virtual reality viewing mode). For
example, physical objects in the field of view of the camera
of device 100, such as physical reference mat 5208a and
table 5204, that are displayed by display 112 of device 100
in an augmented reality mode (e.g., in FIG. 5C9), cease to
be displayed in the virtual reality viewing mode (e.g., as
shown in FIG. 5C12). In the virtual reality viewing mode, a
virtual grid 5328 is displayed (e.g., as shown in FIG. 5C12).
Displaying the virtual model in the simulated environment
in the second viewing mode includes forgoing changing the
appearance of the first virtual user interface object to main-
tain the fixed spatial relationship (e.g., orientation, size
and/or position) between the first virtual user interface
object and the physical environment (e.g., maintaining the
first virtual user interface object at the same orientation, size
and/or position as it was displayed prior to detecting the
second change in attitude of the portion of the computer
system). For example, as shown in FIGS. 5C12-5C13, the
position of virtual box 5302 relative to display 112 is
unchanged in response to movement of device 100 while the
device is displaying the simulated environment in a virtual
reality viewing mode. In accordance with a determination
that the first gesture did not meet the mode change criteria,
the computer system continues to display the first virtual
model in the simulated environment in the first viewing
mode. For example, in FIGS. 5C4-5C6, the swipe gesture
for moving virtual box 5302 does not meet mode change
criteria, and device 100 continues to display the simulated
environment in an augmented reality viewing mode. Dis-
playing the virtual model in the first viewing mode includes
changing an appearance of the first virtual user interface
object in the virtual model in response to the second change
in attitude of the portion of the computer system (e.g., a
change in attitude of a component of the computer system
such as a component of the computer system that includes
one or more cameras used to generate the representation of
the physical environment) relative to the physical environ-
ment, so as to maintain the fixed spatial relationship (e.g.,
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orientation, size and/or position) between the first virtual
user interface object and the physical environment. For
example, as shown in FIGS. 5C7-5C8, the position of virtual
box 5302 relative to display 112 changes in response to
movement of device 100 while the device is displaying the
simulated environment in an augmented reality viewing
mode. In some embodiments, the fixed spatial relationship
may have remained the same, or become different in
response to other inputs, during the time between the first
change in attitude and the second change in attitude, in some
embodiments due to movement of the computer system or
changes in the physical environment such as movement of
the tabletop or other surface). In some embodiments, the
computer system detects a plurality of gestures that corre-
spond to respective interactions with the simulated environ-
ment, each gesture followed by a change in attitude of the
portion of the computer system relative to the physical
environment. In some such embodiments, the plurality of
gestures and attitude changes include at least one gesture
that met the mode change criteria, for which the computer
system transitions from displaying the simulated environ-
ment in the first mode to displaying the simulated environ-
ment in the second mode, in response to detecting the
subsequent change in attitude. In addition, the plurality of
gestures and attitude changes include at least one gesture
that did not meet the mode change criteria, for which the
computer system continues to display the first virtual model
in the simulated environment in the first viewing mode.

[0469] In some embodiments, the computer system
includes (1016) one or more cameras (e.g., one or more
video cameras that continuously provide a live preview of at
least a portion of the contents that are within the field of view
of'the cameras and optionally generate video outputs includ-
ing one or more streams of image frames capturing the
contents within the field of view of the cameras) and
displaying the simulated environment in the first viewing
mode includes displaying a representation of at least a
portion of a field of view of the one or more cameras. The
field of view of the one or more cameras includes a repre-
sentation of a physical object in the physical environment
(e.g., the representation is a live view of at least a portion of
the field of view of the one or more cameras). For example,
one or more cameras of device 100 capture a live image of
reference mat 5208q, which is displayed on display 112 as
indicated at 520854, as shown in FIG. 5C1. In some embodi-
ments, the view of the physical object is updated as the one
or more cameras are moved and/or in response to changes to
the virtual model. For example, from FIG. 5C1 to 5C2,
movement of device 100 causes the view 52085 of reference
mat 5208a to change (e.g., as device 100 moves closer to
reference mat 5208a, the simulated environment displayed
on device 112 is updated from displaying a view 52085 of
the entire reference mat 52084, as shown in FIG. 5C1, to a
view 52086 of a portion of reference mat 52084, as shown
in FIG. 5C2). Displaying a representation of a physical
object in the simulated environment provides a user with
simultaneous information about a physical environment and
a simulated environment. Providing simultaneous informa-
tion about a physical environment and a simulated environ-
ment enhances the operability of the device and makes the
user-device interface more efficient (e.g., by helping the user
to understand the relationship between input provided at the
device, the virtual user interface object, and the physical
environment and to avoid input mistakes), which, addition-
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ally, reduces power usage and improves battery life of the
device by enabling the user to use the device more quickly
and efficiently.

[0470] In some embodiments, detecting the first gesture
that corresponds to the interaction with the simulated envi-
ronment includes (1018) detecting a plurality of contacts
(e.g., contacts 5324 and 5320 with a touch-sensitive surface
of the input device (e.g., touch sensitive display 112 of
device 100), as indicated in FIG. 5C9). While the plurality
of contacts with the touch-sensitive surface are detected, the
computer system detects movement of a first contact of the
plurality of contacts relative to movement of a second
contact of the plurality of contacts (e.g., movement of
contacts 5324 and 5320 along paths indicated by arrows
5326 and 5322, as indicated in FIGS. 5C9-5C11). For
example, the movement of a first contact of the plurality of
contacts relative to movement of a second contact of the
plurality of contacts is a pinch gesture that includes move-
ment of the plurality of contacts that decreases the distance
between at least the first contact and the second contact (e.g.,
as shown in FIGS. 5C9-5C11), or a depinch gesture that
includes movement of the plurality of contacts that increases
the distance between at least the first contact and the second
contact. In addition, in some embodiments, performing the
operation in the simulated environment that corresponds to
the first gesture includes altering a size of the first virtual
user interface object (e.g., virtual box 5302, FIG. 5C9) by an
amount that corresponds to the movement of the first contact
relative to the movement of the second contact (e.g., in
accordance with a determination that the gesture is a depinch
gesture that includes movement of the contacts away from
each other, increasing the size of the first virtual user
interface object, and in accordance with a determination that
the gesture is a pinch gesture that includes movement of the
contacts toward each other, decreasing the size of the first
virtual user interface object). For example, in FIGS. 5C9-
5(C11, as contacts 5324 and 5320 move such that the distance
between the contacts decreases, the size of virtual box 5302
decreases. Performing an operation in the simulated envi-
ronment in response to a gesture, such as a depinch gesture,
that interacts with the simulated environment provides an
efficient and intuitive way for the user to alter the size of the
first virtual user interface object (e.g., by allowing the user
to zoom the virtual user interface object in the simulated
environment using a single input gesture). Providing the
user with gesture-based control of the simulated environ-
ment avoids cluttering the user interface with additional
displayed controls, thereby enhancing the operability of the
device and making the user-device interface more efficient,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0471] In some embodiments, while displaying the first
virtual user interface object in the simulated environment in
the second viewing mode (e.g., a VR mode) (1020), the
computer system detects, via the input device, a second
gesture that corresponds to an interaction with the simulated
environment. The second gesture includes input for altering
a perspective of the simulated environment. For example,
the computer system detects a gesture such as a swipe or
rotational gesture (e.g., the input device includes a touch-
screen display and the gesture includes movement of a
contact across the touch-screen display). In addition, in
response to detecting the second gesture that corresponds to
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the interaction with the simulated environment, the com-
puter system updates a displayed perspective of the simu-
lated environment in accordance with the input for altering
the perspective of the simulated environment. For example,
the computer system changes the displayed perspective of
the simulated environment in a direction and by an amount
that corresponds to a direction and amount of movement of
the second gesture, such as a swipe or rotational gesture.
FIGS. 5C22-5C23 illustrate an input that includes a rota-
tional gesture by a contact 5350 that moves along a path
indicated by arrow 5352. As the input by contact 5350 is
received, the simulated environment displayed by display
112 of device 100 is rotated in accordance with the input
(e.g., virtual boxes 5302, 5304, and 5340 and virtual grid
5328 are rotated clockwise). Updating a displayed perspec-
tive of the simulated environment in response to detecting a
gesture that corresponds to an interaction with the simulated
environment provides an efficient and intuitive way for the
user to alter the perspective of the simulated environment
(e.g., by allowing the user to change the perspective of the
simulated environment using a single input gesture). Pro-
viding the user with gesture-based control of the perspective
of the simulated environment avoids cluttering the user
interface with additional displayed controls, thereby enhanc-
ing the operability of the device and making the user-device
interface more efficient, which, additionally, reduces power
usage and improves battery life of the device by enabling the
user to use the device more quickly and efficiently.

[0472] In some embodiments, while displaying the simu-
lated environment in the second viewing mode (e.g., a VR
mode) (1022), the computer system detects, via an input
device, an insertion input for inserting a second virtual user
interface object at a second respective location in the simu-
lated environment (e.g., an input, such as a tap input,
directed to a location in the simulated environment that
corresponds to an insertion cursor (created by a prior input)
and/or an input directed to a control that, when activated,
causes insertion of a new virtual user interface object at the
location of a previously placed insertion cursor in the
simulated environment). In response to detecting the inser-
tion input for inserting the second virtual user interface
object, the computer system displays, at the second respec-
tive location in the simulated environment, the second
virtual user interface object while maintaining the fixed
spatial relationship (e.g., orientation, size and/or position)
between the first virtual user interface object and the physi-
cal environment. For example, an input (e.g., a tap input) by
contact 5334 places an insertion cursor 5536, as shown in
FIGS. 5C15-5C16. After the insertion cursor 5536 is placed,
an input (e.g., a tap input) by contact 5338 at a location that
corresponds to new object control 5216 is detected, as
shown in FIG. 5C17. In response to the input at the location
that corresponds to new object control 5216 after placement
of insertion cursor 5536, virtual box 5340 is displayed at a
position that corresponds to insertion cursor 5536. Input for
inserting a virtual user interface object is described further
with regard to method 900. In some embodiments, a respec-
tive viewing mode is not altered in response to insertion of
the second virtual user interface object into the simulated
environment (e.g., if the virtual user interface object is
viewed in VR mode, no transition to AR mode occurs in
response to insertion of the second virtual user interface
object). Inserting a new virtual user interface object in
response to an insertion input improves the feedback pro-
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vided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device),
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0473] In some embodiments, while displaying the simu-
lated environment in the second viewing mode (e.g., a VR
mode) (1024), the computer system detects, via the input
device, a movement input (e.g., a movement input by
contact 5342, FIG. 5C19) that includes selection of a respec-
tive side of a respective virtual user interface object (e.g.,
side 5344 of virtual object 5340) of the virtual model and
movement of the input in two dimensions (e.g., as indicated
by arrow 5346). In response to detecting the movement, the
computer system moves the respective virtual user interface
object 5340 within a plane (e.g., as indicated by movement
projections 5348) that is parallel to the selected respective
side of the respective virtual user interface object in a first
direction determined based on the movement of the second
input while maintaining the fixed spatial relationship (e.g.,
orientation, size and/or position) between the first virtual
user interface object and the physical environment. In some
embodiments, a direction of the movement of the respective
virtual user interface object is determined based on a direc-
tion of the movement input (e.g., for movement input in a
first direction, the virtual user interface object moves in a
corresponding direction, and for movement input a second
direction that is different from the first direction, the virtual
user interface object moves in a different corresponding
direction). In some embodiments, a magnitude of the move-
ment of the respective virtual user interface object is deter-
mined based on a magnitude of the movement input (e.g., for
a greater magnitude of movement input the respective
virtual user interface object moves farther). Input for moving
a virtual user interface object is described further with
regard to method 900. In some embodiments, a respective
viewing mode is not altered in response to insertion of the
second virtual user interface object into the simulated envi-
ronment (e.g., if the virtual user interface object is viewed in
VR mode, no transition to AR mode occurs in response to
movement of the respective virtual user interface object).
Moving a virtual user interface object in response to a
movement input improves the feedback provided to the user
(e.g., by making the computer system appear more respon-
sive to user input), enhances the operability of the device,
and makes the user-device interface more efficient (e.g., by
helping the user to achieve an intended outcome with the
required inputs and reducing user mistakes when operating/
interacting with the device), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0474] In some embodiments, while transitioning from
displaying the simulated environment in the first viewing
mode to displaying the simulated environment in the second
viewing mode (1026), the computer system displays a
transition animation to provide a visual indication of the
transition (e.g., as illustrated at FIGS. 5C9-5C12). Display-
ing a transition animation while transitioning from display-
ing the simulated environment in the first viewing mode
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(e.g., the AR mode) to displaying the simulated environment
in the second viewing mode (e.g., the VR mode) improves
the feedback provided to the user (e.g., by providing an
indication to the user that a transition from an AR mode to
a VR mode is taking place), enhances the operability of the
device, and makes the user-device interface more efficient
(e.g., by helping the user to understand the input that causes
a viewing mode transition and to achieve a viewing mode
transition when desired), which, additionally, reduces power
usage and improves battery life of the device by enabling the
user to use the device more quickly and efficiently.

[0475] In some embodiments, displaying the transition
animation includes (1028) gradually ceasing to display at
least one visual element (e.g., a live background view and/or
one or more physical reference objects (or any other aspect
of the physical environment) as captured by one or more
cameras of the computer system) that is displayed in the first
viewing mode and is not displayed in the second viewing
mode. For example, in FIGS. 5C9-5C11, table 5204 and
displayed view 52085 of physical reference mat 5208a
gradually cease to be displayed on display 112. Gradually
ceasing to display at least one visual element that is dis-
played in the first viewing mode and is not displayed in the
second viewing mode while transitioning from displaying
the simulated environment in the first viewing mode to
displaying the simulated environment in the second viewing
mode improves the feedback provided to the user (e.g., by
removing aspects of the physical environment to provide a
visual cue to the user that a fixed spatial relationship
between the first virtual user interface object and the physi-
cal environment is not being maintained), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by helping the user to understand
the effect of the transition), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0476] In some embodiments, displaying the transition
animation includes (1030) gradually displaying at least one
visual element (e.g., a rendered background) of the second
viewing mode that is not displayed in the first viewing mode.
For example, in FIGS. 5C11-5C12, virtual reference grid
5328 is gradually displayed on display 112.

[0477] Gradually displaying at least one visual element of
the second viewing mode that is not displayed in the first
viewing mode while transitioning from displaying the simu-
lated environment in the first viewing mode to displaying the
simulated environment in the second viewing mode
improves the feedback provided to the user (e.g., by adding
aspects of a virtual reality environment to provide a visual
cue to the user that a transition from an augmented reality
viewing mode to a virtual reality viewing mode is occur-
ring), enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to understand the effect of the transition), which, addition-
ally, reduces power usage and improves battery life of the
device by enabling the user to use the device more quickly
and efficiently.

[0478] In some embodiments, while transitioning from
displaying the simulated environment in the second viewing
mode to displaying the simulated environment in the first
viewing mode (e.g., in response to a mode change input
gesture), a transition animation is displayed to provide a
visual indication of the transition (e.g., as illustrated at
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FIGS. 5C26-5C30). In some embodiments, the transition
includes gradually ceasing to display at least one visual
element of the second viewing mode (e.g., the rendered
background) and gradually displaying at least one visual
element that is displayed in the first viewing mode (e.g., a
live background view and/or one or more physical reference
objects (or any other aspect of the physical environment) as
captured by one or more cameras of the computer system).
For example, in FIGS. 5C26-5C27, virtual reference grid
5328 gradually ceases to be displayed, and in FIGS. 5C28-
5C30, table 5204 and displayed view 520856 of physical
reference grid 5208a are gradually redisplayed.

[0479] In some embodiments, in response to detecting the
first gesture that corresponds to the interaction with the
simulated environment (1032), the computer system alters a
perspective with which the virtual model in the simulated
environment is displayed in accordance with the change to
the spatial parameter by the input that corresponds to the first
gesture. For example, in response to the pinch-to-zoom
gesture illustrated at FIGS. 5C9-5C11, the displayed sizes of
virtual boxes 5302 and 5304 decrease. In some embodi-
ments, if the first gesture is a gesture to zoom in on the
virtual model (e.g., a depinch gesture), the displayed per-
spective of the virtual model in the simulated environment
is changed such that the displayed size of the virtual model
increases. In some embodiments, if the first gesture is a
gesture to pan or otherwise move the displayed virtual
model (e.g., a swipe gesture), the displayed perspective of
the virtual model in the simulated environment is changed
such that the virtual model is panned or otherwise moved in
accordance with the input gesture. Altering a perspective of
the simulated environment in response to detecting the first
gesture improves the feedback provided to the user (e.g., by
making the computer system appear more responsive to user
input), enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0480] In some embodiments, after detecting an end of the
first gesture (1034), the computer system continues to alter
a perspective with which the virtual model in the simulated
environment is displayed to indicate the transitioning from
displaying the simulated environment in the first viewing
mode to displaying the simulated environment in the second
viewing mode. For example, in FIGS. 5C12-5C13, after
liftoff of the contacts 5320 and 5324 that provided the
pinch-to-zoom input that caused the size of virtual boxes
5302 and 5304 to decrease in FIGS. 5C9-5C11, the dis-
played size of virtual boxes 5302 and 5304 continues to
decrease. In some embodiments, the perspective with which
the virtual model in the simulated environment is displayed
continues to be altered in response to the second change in
the attitude of the portion of the computer system. In some
embodiments, the perspective continues to be altered with-
out a change in attitude of the portion of the computer
system (or other input), for example to alter the perspective
by a predetermined amount and/or to display a predeter-
mined view of the simulated environment in the second
viewing mode. Continuing to alter a perspective of the
simulated environment after a first gesture has ended
enhances the operability of the device, and makes the
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user-device interface more efficient (e.g., by increasing the
amount of alteration to the perspective that corresponds to
movement of the focus selector(s) (e.g., one or more con-
tacts)), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0481] In some embodiments, while displaying the simu-
lated environment in the second viewing mode (1036), the
computer system detects, via the input device, a third gesture
that corresponds to an input for transitioning from the
second viewing mode to the first viewing mode. For
example, the third gesture is an input that includes a depinch
gesture by contacts 5360 and 5356, as shown in FIGS.
5C26-5C27. In response to detecting the third gesture, the
computer system transitions from displaying the simulated
environment in the second viewing mode to displaying the
simulated environment in the first viewing mode (e.g., in
response to a subsequent change in attitude of a portion of
the computer system, the appearance of the first virtual user
interface object will change relative to the physical envi-
ronment so as to maintain the fixed spatial relationship
between the first user interface object and the physical
environment). In some embodiments, displaying the first
virtual user interface object in the first viewing mode of the
simulated environment includes displaying a live feed from
one or more cameras of the computer system in the back-
ground of the virtual model in the simulated environment.
Transitioning from the second viewing mode (e.g., the VR
mode) to the first viewing mode (e.g., the AR mode) in
response to a gesture input provides the user with the ability
to control toggling between the VR mode and the AR mode.
Providing the user with gesture-based control of the viewing
mode enhances the operability of the device, makes the
user-device interface more efficient (e.g., by allowing the
user to select the viewing mode that is most efficient for the
type of input the user wishes to provide, and by providing
additional control options without cluttering the user inter-
face with additional displayed controls), which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0482] In some embodiments, the input device includes
(1038) a touch-sensitive surface (e.g., touch sensitive dis-
play 112 of device 100), and detecting the third gesture that
corresponds to the input for transitioning from the second
viewing mode to the first viewing mode includes detecting
the plurality of contacts (e.g., contacts 5356 and 5360) with
the touch-sensitive surface of the input device. While the
plurality of contacts with the touch-sensitive surface are
detected, the input device detects movement of the first
contact of the plurality of contacts relative to movement of
the second contact of the plurality of contacts (e.g., move-
ment by contact 5356 along a path indicated by arrow 5358
and movement by contact 5360 along a path indicated by
arrow 5362). In some embodiments, the third gesture is a
pinch gesture that includes movement of the plurality of
contacts that reduces the distance between the first contact
and the second contact. In some embodiments, transitioning
from displaying the simulated environment in the second
viewing mode to displaying the simulated environment in
the first viewing mode includes altering a size of the virtual
model in the simulated environment to return to a size of the
virtual model prior to the transition from the first viewing
mode to the second viewing mode. For example, as shown
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in FIGS. 5C26-5C30, in response to the gesture by contact
5356 and 5360, virtual boxes 5302 and 5304 are changed
back to their original positions and sizes relative to physical
reference mat 5208a. Transitioning from displaying the
simulated environment in the second viewing mode (e.g.,
the VR mode) to displaying the simulated environment in
the first viewing mode (e.g., the AR mode) in response to an
input gesture (e.g., a pinch gesture) provides an efficient and
intuitive way for the user to select a desired viewing mode.
Providing the user with gesture-based control of the viewing
mode enhances the operability of the device and makes the
user-device interface more efficient (e.g., by providing addi-
tional control options without cluttering the user interface
with additional displayed controls), which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0483] In some embodiments, the third gesture includes
(1040) an input (e.g., a tap input) at a position on the input
device that corresponds to a control (e.g., a position in the
simulated environment that does not correspond to the
virtual model and/or a control with an image and/or text
associated with the AR mode) that, when activated, causes
the transition from the second viewing mode to the first
viewing mode. For example, the third gesture includes input
at a location that corresponds to toggle 5214, FIG. 5C28
(e.g., for toggling between a virtual reality display mode and
an augmented reality display mode). Transitioning from
displaying the simulated environment in the second viewing
mode (e.g., the VR mode) to displaying the simulated
environment in the first viewing mode (e.g., the AR mode)
in response to an input at a control provides an efficient and
intuitive way for the user to select a desired viewing mode.
Providing the user with a control for causing transition of the
viewing mode enhances the operability of the device and
makes the user-device interface more efficient, which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the user to use the device more
quickly and efficiently.

[0484] In some embodiments, in response to detecting the
third gesture (1042), the computer system transitions (e.g.,
by rotating, resizing, and/or moving the first virtual user
interface object and the virtual model) the position of the
first virtual user interface object from a current position
relative to the physical environment to a prior position
relative to the physical environment so as to return to the
fixed spatial relationship between the first virtual user inter-
face object and the physical environment. For example, as
shown in FIGS. 5C26-5C30, in response to the gesture by
contact 5356 and 5360, virtual boxes 5302 and 5304 are
rotated, resized, and moved, such that in FIG. 5C30, virtual
objects 5302 and 5304 are returned to the positions that
virtual boxes 5302 and 5304 had relative to physical refer-
ence mat 5208q in FIG. 5C3 (in which device 100 displayed
virtual objects 5302 and 5304 in an augmented reality
mode). In some circumstances (e.g., where the device has
been moved in the physical environment since transitioning
from the first viewing mode to the second viewing mode),
the position of the first virtual user interface object on the
display after transitioning back from the second viewing
mode to the first viewing mode is different from the position
of the first virtual user interface object on the display prior
to transitioning from the first viewing mode to the second
viewing mode (e.g., because the device has moved so that a
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destination location for the first virtual user interface object
is in a different position on the display than it was prior to
transitioning from the first viewing mode to the second
viewing mode). For example, because the orientation of
device 110 in FIG. 5C30 is different from the orientation of
device 100 in FIG. 5C3, the positions of virtual boxes 5302
and 5304 on display 112 in FIG. 5C30 are different from the
positions of virtual boxes 5302 and 5304 on display 112 in
FIG. 5C3 (although positions of virtual boxes 5302 and 5304
relative to physical reference mat 5208aq is the same in FIG.
5C3 and FIG. 5C30). Transitioning a position of a virtual
user interface object to return the object to a fixed spatial
relationship with the physical environment improves the
feedback provided to the user (e.g., by making the computer
system appear more responsive to user input), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by providing a visual cue to help the
user understand that a transition to a viewing mode in which
the virtual user interface object has a fixed spatial relation-
ship with the physical environment is occurring, thereby
helping a user achieve an intended outcome with the
required inputs), which, additionally, reduces power usage
and improves battery life of the device by enabling the user
to use the device more quickly and efficiently.

[0485] In some embodiments, after detecting an end of the
third gesture (1044), the computer system continues to alter
a perspective with which the virtual model in the simulated
environment is displayed to indicate the transitioning from
displaying the simulated environment in the second viewing
mode to displaying the simulated environment in the first
viewing mode. For example, in FIGS. 5C28-5C30, after
liftoff of the contacts 5356 and 5360 that provided the
depinch-to-zoom-out input that caused the size of virtual
boxes 5302 and 5304 to increase in FIGS. 5C26-5C27, the
displayed size of virtual boxes 5302 and 5304 continues to
increase. In some embodiments, the perspective continues to
be altered without a change in attitude of the portion of the
computer system (or other input), for example, to alter the
perspective by a predetermined amount and/or to display a
predetermined view of the simulated environment in the
second viewing mode. Continuing to alter a perspective of
the simulated environment after a first gesture has ended
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by increasing the
amount of alteration to the perspective that corresponds to
movement of the focus selector(s) (e.g., one or more con-
tacts)), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0486] It should be understood that the particular order in
which the operations in FIGS. 10A-10E have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 900, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 1000 described above with respect to FIGS.
10A-10E. For example, the contacts, gestures, user interface
objects, focus indicators, and/or animations described above
with reference to method 1000 optionally have one or more
of the characteristics of the contacts, gestures, user interface
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objects, intensity thresholds, focus indicators, and/or anima-
tions described herein with reference to other methods
described herein (e.g., methods 600, 700, 800, 900, 1100,
1200, and 1300). For brevity, these details are not repeated
here.

[0487] FIGS. 11A-11C are flow diagrams illustrating
method 1100 for updating an indication of a viewing per-
spective of a second computer system in a simulated envi-
ronment displayed by a first computer system, in accordance
with some embodiments, in accordance with some embodi-
ments. Method 1100 is performed at a computer system
(e.g., portable multifunction device 100, FIG. 1A, device
300, FIG. 3A, or a multi-component computer system
including headset 5008 and input device 5010, FIG. 5A2)
that includes (and/or is in communication with) a display
generation component (e.g., a display, a projector, a heads-
up display, or the like) and an input device (e.g., a touch-
sensitive surface, such as a touch-sensitive remote control,
or a touch-screen display that also serves as the display
generation component, a mouse, a joystick, a wand control-
ler, and/or cameras tracking the position of one or more
features of the user such as the user’s hands), optionally one
or more cameras (e.g., video cameras that continuously
provide a live preview of at least a portion of the contents
that are within the field of view of the cameras and option-
ally generate video outputs including one or more streams of
image frames capturing the contents within the field of view
of the cameras), optionally one or more attitude sensors,
optionally one or more sensors to detect intensities of
contacts with the touch-sensitive surface, and optionally one
or more tactile output generators. In some embodiments, the
input device (e.g., with a touch-sensitive surface) and the
display generation component are integrated into a touch-
sensitive display. As described above with respect to FIGS.
3B-3D, in some embodiments, method 1100 is performed at
a computer system 301 (e.g., computer system 301-a, 301-5,
or 301-¢) in which respective components, such as a display
generation component, one or more cameras, one or more
input devices, and optionally one or more attitude sensors
are each either included in or in communication with com-
puter system 301.

[0488] In some embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 1100 are, optionally, combined and/or
the order of some operations is, optionally, changed.

[0489] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112) and one or more integrated cameras. However, analo-
gous operations are, optionally, performed on a computer
system (e.g., as shown in FIG. 5A2) with a headset 5008 and
a separate input device 5010 with a touch-sensitive surface
in response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008. Similarly, analogous operations are, optionally, per-
formed on a computer system having one or more cameras
that are implemented separately (e.g., in a headset) from one
or more other components (e.g., an input device) of the
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computer system; and in some such embodiments, “move-
ment of the computer system” corresponds to movement of
one or more cameras of the computer system, or movement
of one or more cameras in communication with the com-
puter system.

[0490] As described below, method 1100 relates to a first
computer system of a first user that displays a visual
indication of a viewing perspective of a second computer
system of a second user. The visual indication is displayed
in a simulated environment that is oriented relative to the
physical environment of the first user. When the viewing
perspective of the second computer system changes, the
visual indication of the viewing perspective is updated.
Updating a visual indication of the viewing perspective of a
second computer system in a simulated environment dis-
played by a first computer system enables collaboration
between users of multiple computer systems. Enabling col-
laboration between users of multiple devices increases the
efficiency with which the first user is able to perform
operations in the simulated environment (e.g., by allowing a
second user of the second computer system to contribute to
a task, reducing the amount of contribution to the task
required by the first user of the first computer system),
thereby enhancing the operability of the computer system,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
computer system more quickly and efficiently.

[0491] The first computer system (e.g., device 5406, FIG.
5D1) displays (1102), via the first display generation com-
ponent of the first computer system, a simulated environ-
ment (e.g., a virtual reality environment or an augmented
reality environment) that is oriented relative to a first physi-
cal environment of the first computer system (e.g., as shown
at display 5418 of device 5406 in FIG. 5D2). Displaying the
simulated environment includes (1104) concurrently dis-
playing: a first virtual user interface object (e.g., virtual box
5420, FIG. 5D35) in a virtual model (e.g., a rendered 3D
model) that is displayed at a respective location in the
simulated environment that is associated with the first physi-
cal environment of the first computer system 5406 (e.g., the
visual appearance (e.g., as reflected in the size, location, and
orientation) of the rendered 3D model changes depending on
how the computer system is located and oriented relative to
the tabletop or other surface in the physical environment)
and a visual indication (e.g., viewing perspective indicator
5432, FIG. 5D3b) of a viewing perspective of a second
computer system 5412 of the simulated environment. The
second computer system 5412 is a computer system having
a second display generation component (e.g., a display, a
projector, a heads-up display, or the like), one or more
second attitude sensors (e.g., one or more cameras, gyro-
scopes, inertial measurement units, or other sensors that
enable the computer system to detect changes in an orien-
tation and/or position of the computer system relative to a
physical environment of the computer system), and a second
input device (e.g., a touch-sensitive surface), that is display-
ing, via the second display generation component of the
second computer system (e.g., as shown in FIG. 5D3c¢), a
view of the simulated environment that is oriented relative
to a second physical environment of the second computer
system 5412 (e.g., an augmented reality view including the
first virtual user interface object 5402 overlaid on at least a
portion of a live image output from the camera of the second
computer system).
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[0492] While displaying the simulated environment via
the first display generation component of the first computer
system (1106), the first computer system 5406 detects a
change in the viewing perspective of the second computer
system 5412 of the simulated environment (e.g., as illus-
trated at FIGS. 5D3-5D4) based on a change in the attitude
of a portion of the second computer system relative to the
second physical environment of the second computer system
(e.g., a change in the attitude of the portion of the second
computer system and/or a change in the attitude of at least
aportion of the physical environment such as a change in the
attitude of a physical object used as a marker by the second
computer system).

[0493] In response to detecting the change in the viewing
perspective of the second computer system of the simulated
environment based on the change in the attitude of the
portion of the second computer system 5412 relative to the
physical environment of the second computer system
(1108), the first computer system 5406 updates the visual
indication of the viewing perspective of the second com-
puter system 5412 of the simulated environment displayed
via the first display generation component of the first com-
puter system 5406 in accordance with the change in the
viewing perspective of the second computer system 5412 of
the simulated environment. For example, as shown in FIG.
5D3b, the display of first computer system 5406 displays the
viewing perspective indicator 5432 that corresponds to
second computer system 5412. The viewing perspective
indicator 5432 is updated from FIG. 5D35 to FIG. 5D4b
based on the change in position of second computer system
5412 (as shown in FIGS. 5D3a to FIG. 5D4a).

[0494] In some embodiments, the visual indication of the
viewing perspective of the second computer system includes
(1110) a representation of the second computer system (e.g.,
a view of the second computer system as detected by the one
or more cameras of the first computer system and/or a virtual
representation of the second computer system) that is dis-
played at a position in the simulated environment that
corresponds to the second computer system. For example, as
shown in FIG. 5D3b, the display of first computer system
5406 displays avatar 5428 that corresponds to second com-
puter system 5412. Displaying a representation of the sec-
ond computer system at a position that corresponds to the
second computer system improves the information available
to the first user about the second computer system (e.g., to
help the user understand that that the visual indication of the
viewing perspective corresponds to a remote computer sys-
tem). Improving the information available to the first user
about the second computer system enhances the operability
of the device (e.g., by allowing the user to collaborate more
effectively with other users), and makes the user-device
interface more efficient, which, additionally, reduces power
usage and improves battery life of the device by enabling the
user to use the device more quickly and efficiently.

[0495] In some embodiments, the representation of the
second computer system includes (1112) an identification
indicator (e.g., text, a 2D image (such as an emoji, or a
photograph), and/or a 3D model) that corresponds to the
second computer system. For example, avatar 5428 as
shown in FIG. 5D35b is an identification indicator that
corresponds to second computer system 5412. Displaying an
identification indicator for the second computer system at a
position that corresponds to the second computer system
improves the information available to the first user about the
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second computer system. Improving the information avail-
able to the first user about the second computer system
makes the user-device interface more efficient (e.g., by
helping the first user to distinguish between the visual
indicator of the viewing perspective of the second user and
visual indicators of the viewing perspectives of other users
of remote computing systems), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0496] In some embodiments, the visual indication of the
viewing perspective of the second computer system 5412
includes (1114) an indicator 5432 that emanates (e.g., as a
cone, such as a cone of particles, or one or more rays) from
a position in the simulated environment that corresponds to
the second computer system 5412 to indicate a line of sight
of the second computer system. In some embodiments, the
one or more rays include at least one ray that does not extend
to (any) user interface objects in the virtual model. For
example, the one or more rays do not connect to the first
virtual user interface object 5420. In some embodiments, the
visual indicator 5432 gets wider as it extends further from
the representation of the second computer system 5412 to
more accurately represent the field of view of the second
computer system 5412. Displaying an indicator to indicate a
line of sight of the second computer system improves the
information available to the first user about the second
computer system (e.g., by providing a cue to help the first
user understand what the second user is viewing on the
display of the second computer system and objects in that
view with which the second user will potentially interact).
Improving the information available to the first user about
the second computer system makes the user-device interface
more efficient (e.g., by allowing the user to collaborate more
effectively with other users), which, additionally, reduces
power usage and improves battery life of the device by
enabling the first user to use the device more quickly and
efficiently.

[0497] In some embodiments, displaying the simulated
environment includes (1116), in accordance with a determi-
nation that the second computer system 5412 in the simu-
lated environment is interacting with the first virtual user
interface object 5420 (e.g., the second computer system has
selected the first user interface object 5420, is moving the
first user interface object 5420, and/or is changing a size
and/or shape of the first user interface object 5420), display-
ing, via the first display generation component of the first
computer system 5406, an interaction indicator (e.g., inter-
action indicator 5452, as shown in FIG. 5D5b) that is
visually associated with the first virtual user interface object
5420. In some embodiments, in accordance with a determi-
nation that the second computer system 5412 in the simu-
lated environment is interacting with a second virtual user
interface object (e.g., the second computer system 5412 has
selected the second user interface object, is moving the
second user interface object, and/or is changing a size and/or
shape of the second user interface object), the first computer
system 5406 displays, via the first display generation com-
ponent of the first computer system, an interaction indicator
that is visually associated with the second virtual user
interface object. Displaying an interaction indicator 5452
that indicates a virtual user interface object with which the
second computer system 5412 is interacting improves col-
laboration between users of multiple computer systems.
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Improving the collaboration between users of multiple com-
puter systems increases the efficiency with which the users
perform operations in the simulated environment (e.g., by
allowing a second user of the second computer system to
contribute to tasks that involve the virtual user interface
object, reducing the amount of contribution to the task
required by the first user of the first computer system),
thereby enhancing the operability of the computer system,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
computer system more quickly and efficiently.

[0498] In some embodiments, displaying the simulated
environment includes (1118), in accordance with a determi-
nation that the interaction of the second computer system
5412 with the first virtual user interface object 5420 includes
an object manipulation input, changing an appearance of the
first virtual user interface object (e.g., by moving, expand-
ing, contracting, and/or otherwise changing the size, shape,
and/or position of the first virtual user interface object 5420)
in accordance with the object manipulation input. For
example, in FIGS. 5D556-5D6b, virtual user interface object
5420 is moved in response to a movement input illustrated
at FIGS. 5D5¢-5D6c¢. In FIGS. 5D95-5D10b, the size of
virtual user interface object 5420 is changed in response to
a resizing input illustrated at FIGS. 5D9¢-5D10¢. Changing
an appearance of a virtual user interface object in accordance
with an input by the second computer system that manipu-
lates the virtual user interface object improves collaboration
between users of multiple computer systems. Improving the
collaboration between users of multiple computer systems
increases the efficiency with which the users perform opera-
tions in the simulated environment (e.g., by revealing to the
first user contributions by a second user to a task involving
the virtual user interface object, reducing the amount of
contribution to the task required by the first user of the first
computer system), thereby enhancing the operability of the
computer system, which, additionally, reduces power usage
and improves battery life of the device by enabling the user
to use the computer system more quickly and efficiently.

[0499] In some embodiments, changing the appearance of
the first virtual user interface object 5420 in accordance with
the object manipulation input includes (1120) displaying
movement of the interaction indicator 5452 that is visually
associated with the first virtual user interface object 5420,
and the movement of the interaction indicator corresponds to
the object manipulation input (e.g., as shown in FIGS.
5D55-5D6b). For example, a portion of the interaction
indicator 5452 (e.g., an endpoint of the interaction indicator
5452) is displayed at a location that corresponds to a point
on the first virtual user interface object 5420 such that the
portion moves as the point on the first virtual user interface
object changes due to a change in position and/or size of the
first virtual user interface object. Moving an interaction
indicator in accordance with input of the second computer
system that manipulates the virtual user interface object
improves information available to the first user about the
second computer system (e.g., by providing a visual cue to
the first user about the connection between the change to the
virtual user interface object and the second computer sys-
tem, helping the user to understand that the virtual user
interface object is changed as a result of input received at the
second computer system). Improving the information avail-
able to the first user makes the user-device interface more
efficient (e.g., by allowing the first user to collaborate more
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effectively with other users), which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0500] In some embodiments, the interaction indicator
5452 includes (1122) a visual indication of a connection
(e.g., a line) between a position that corresponds to the
second computer system in the simulated environment and
the first virtual user interface object. For example, in FIG.
5D5b, interaction indicator 5452 is shown as a line between
avatar 5428 (that identifies second computer system 5412)
and virtual box 5420. Displaying an interaction indicator
that includes a visual indication of a connection between the
displayed position of the second computer system and the
virtual user interface object improves information available
to the first user about the second computer system (e.g., by
providing a visual cue to the first user about the connection
between the virtual user interface object and the second
computer system that is interacting with the virtual user
interface object, helping the user to understand that the
second computer system is interacting with the virtual user
interface object). Improving the information available to the
first user makes the user-device interface more efficient (e.g.,
by allowing the first user to collaborate more effectively with
other users), which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0501] In some embodiments, the interaction indicator
5452 includes (1124) a visual indication of a point of
interaction (e.g., control handle 5454, FIG. 5D5b) with the
first user interface object 5420. For example, a point of
connection (e.g., a dot) is displayed at a point where the
visual indication of the connection meets the first user
interface object 5420. In some embodiments, the point of
connection indicates a point, side, control handle, or other
portion of the object with which the user is interacting. In
some embodiments, when the second computer system starts
interacting with a different portion of the first user interface
object, the interaction indicator changes to indicate the point
of interaction between the first user interface object and the
second computer system. Displaying an interaction indicator
that includes a visual indication of a point of interaction with
the virtual user interface object improves information avail-
able to the first user about the second computer system (e.g.,
by providing a visual cue to the first user about the way in
which the second computer system is interacting with the
virtual user interface object, helping the user to understand
how the second computer system is interacting with the
virtual user interface object and predict the changes that will
be made by the second computer system). Improving the
information available to the first user makes the user-device
interface more efficient (e.g., by allowing the first user to
collaborate more effectively with other users), which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the user to use the device more
quickly and efficiently.

[0502] In some embodiments, displaying the simulated
environment includes (1126) detecting, via the first com-
puter system 5406 (e.g., using one or more sensors of the
first computer system, such as one or more cameras (e.g.,
video cameras that continuously provide a live preview of at
least a portion of the contents that are within the field of view
of'the cameras and optionally generate video outputs includ-
ing one or more streams of image frames capturing the
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contents within the field of view of the cameras)), a first
physical reference object (e.g., a first reference mat 5416a,
FIG. 5D4qa) in the first physical environment. In some
embodiments, the physical reference object is a device that
includes one or more sensors for detecting position and one
or more communication components configured to transmit
the position information. In some embodiments, a position
of a physical reference object is detected by a device that is
remote from the first physical reference object and the first
computer system. In some embodiments, displaying the
simulated environment also includes displaying, in the simu-
lated environment displayed via the first display generation
component of the first computer system, the first virtual user
interface object 5420 at a position relative to the first
physical reference object (e.g., a visual representation of the
first physical reference object, such as a live camera view of
the first physical reference object and/or a virtual model that
corresponds to the first physical reference object). In
response to detecting the change in the viewing perspective
of the second computer system 5412, the first computer
system updates the position of the interaction indicator 5462
relative to the first physical reference object 5416a (e.g., as
shown in FIGS. 5D94-5D10a and 5D956-5D105, the position
interaction indicator 5462 changes as the position of device
5412 changes. In some embodiments, the visual indication
5432 of the viewing perspective of the second computer
system 5412 is also updated to indicate the change in the
viewing perspective of the second computer system. Updat-
ing the position of the interaction indicator relative to a
physical reference object as the viewing perspective of the
second computer system changes improves information
available to the first user about the second computer system
(e.g., by providing a visual cue to the first user about the
relative positioning of the second computer system and the
physical environment, helping the first user to understand
how the second user of the second computer system views
the simulated environment). Improving the information
available to the first user makes the user-device interface
more efficient (e.g., by allowing the first user to collaborate
more effectively with other users), which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0503] In some embodiments, the second physical envi-
ronment of the second computer system is (1128) distinct
from the first physical environment of the first computer
system. For example, FIG. 5D125b illustrates a second physi-
cal environment 5470 that is distinct from first physical
environment 5400. The second computer system (e.g.,
device 5478, FI1G. 5D12b) detects (e.g., using one or more
sensors of the second computer system, such as one or more
cameras) a second physical reference object (e.g., a second
reference mat 5476a) in the second physical environment
5470. In some embodiments, the first physical reference
object (e.g., physical reference mat 54164, FIG. 5D12a) and
the second physical reference object (e.g., physical reference
mat 5476a, F1G. 5D125) have one or more shared charac-
teristics (e.g., the same area, shape, and/or reference pat-
tern). In some embodiments, in the simulated environment
displayed via the second display generation component of
the second computer system (e.g., as shown in FIG. 5D14c¢),
the first virtual user interface object 5420 is displayed at a
location relative to the second physical reference object
(e.g., a visual representation 54765 of the second physical
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reference object 54764, such as a live camera view 54765 of
the second physical reference object 54764 and/or a virtual
model that corresponds to (e.g., is anchored to a live camera
view of) the second physical reference object) the location
of the first virtual user interface object 5420 relative to the
first physical reference object 5416a. For example, a second
anchoring position is at a same position relative to the
boundary of the second physical reference object 54764 as
the position of the first anchoring position relative to the
boundary of first reference object 5146a (e.g., if the first
anchoring position is at the center of the first physical
reference object 51464, the second anchoring position is at
the center of the second physical reference object 5476a,
and/or vice versa). If a movement input causes the position
of the first virtual user interface object to move along a first
path relative to the first physical reference object, the
position of the first virtual user interface object in the
simulated environment displayed via the second display
generation component moves along a second path, relative
to the second physical reference object, that has the same
trajectory as the first path relative to the first physical
reference object. Displaying a virtual user interface object at
a location relative to a first physical reference object in a
simulated environment displayed by a first computer system
and displaying the same virtual user interface object at a
location relative to a second physical reference object in a
simulated environment displayed by a second computer
system enables a first user and a second user to collaborate
in a shared simulated environment while the first user and
the second user are not at the same physical location.
Enabling a first user and a second user to collaborate in a
shared simulated environment while the first user and the
second user are not at the same physical location improves
the collaboration between users of multiple computer sys-
tems, which increases the efficiency with which the users
perform operations in the simulated environment (e.g., by
revealing to the first user contributions by a second user to
a task involving the virtual user interface object, reducing
the amount of contribution to the task required by the first
user of the first computer system), thereby enhancing the
operability of the computer system, which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the computer system more
quickly and efficiently.

[0504] In some embodiments, the first physical environ-
ment 5400 of the first computer system includes (1130) at
least a portion of the second physical environment of the
second computer system (e.g., the first computer system
5408 and the second computer system 5412 are in the same
(local) physical space, as shown in FIG. 5D1) and the second
computer system (e.g., a live image of the second computer
system and/or a virtual version of second computer system
(e.g., overlaid over the live image of the second computer
system)) is visible in the simulated environment displayed
via the first display generation component. For example, in
FIG. 5D4b, a representation 5430 of device 5412 (e.g., a
view of device 5412 as captured by a camera of device 5406
and/or a rendered version of device 5412) is shown. Dis-
playing the second computer system in a simulated envi-
ronment displayed by a first computer system when the first
computer system and the second computer system are at
least partly in the same physical environment improves
collaboration between the first user of the first computer
system and the second user of the second computer system
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(e.g., by helping the first user understand the location of the
second computer system relative to the first computer sys-
tem). Improving collaboration between the first user of the
first computer system and the second user of the second
computer system increases the efficiency with which the first
user performs operations in the simulated environment,
thereby enhancing the operability of the computer system,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
computer system more quickly and efficiently.

[0505] In some embodiments, the first computer system
detects (1132), by the first input device 5406, a remote
device perspective input (e.g., an input detected at a user
interface control, such as a button and/or menu item, or a
gesture input such as a swipe gesture) and, in response to
detecting the remote device perspective input, the first
computer system replaces display of the simulated environ-
ment that is oriented relative to the first physical environ-
ment of the first computer system with display of the
simulated environment that is oriented relative to the second
physical environment of the second computer system. For
example, in response to the input, device 5406 displays a
view of device 5412, such as the view illustrated in FIG.
5D4c¢. Replacing display of the simulated environment of
the first computer system with display of the simulated
environment of the second computer system in response to
input at the first input device of the first computer system
improves collaboration between the first user of the first
computer system and the second user of the second com-
puter system (e.g., by allowing the first user to accurately
visualize the perspective of another user). Improving col-
laboration between the first user of the first computer system
and the second user of the second computer system increases
the efficiency with which the first user performs operations
in the simulated environment (e.g., by allowing the first user
to use information about the second user’s perspective to
communicate accurately about the viewed user interface
object), thereby enhancing the operability of the computer
system, which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the computer system more quickly and efficiently.

[0506] It should be understood that the particular order in
which the operations in FIGS. 11A-11C have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 900, 1000,
1200, and 1300) are also applicable in an analogous manner
to method 1100 described above with respect to FIGS.
11A-11C. For example, the contacts, gestures, user interface
objects, focus indicators, and/or animations described above
with reference to method 1100 optionally have one or more
of the characteristics of the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
tions described herein with reference to other methods
described herein (e.g., methods 600, 700, 800, 900, 1000,
1200, and 1300). For brevity, these details are not repeated
here.

[0507] FIGS. 12A-12D are flow diagrams illustrating
method 1200 for placement of an insertion cursor, in accor-
dance with some embodiments. Method 1200 is performed
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at a computer system (e.g., portable multifunction device
100, FIG. 1A, device 300, FIG. 3A, or a multi-component
computer system including headset 5008 and input device
5010, FIG. 5A2) that includes (and/or is in communication
with) a display generation component (e.g., a display, a
projector, a heads-up display, or the like) and an input device
(e.g., a touch-sensitive surface, such as a touch-sensitive
remote control, or a touch-screen display that also serves as
the display generation component, a mouse, a joystick, a
wand controller, and/or cameras tracking the position of one
or more features of the user such as the user’s hands),
optionally one or more cameras (e.g., video cameras that
continuously provide a live preview of at least a portion of
the contents that are within the field of view of the cameras
and optionally generate video outputs including one or more
streams of image frames capturing the contents within the
field of view of the cameras), optionally one or more attitude
sensors, optionally one or more sensors to detect intensities
of contacts with the touch-sensitive surface, and optionally
one or more tactile output generators. In some embodiments,
the input device (e.g., with a touch-sensitive surface) and the
display generation component are integrated into a touch-
sensitive display. As described above with respect to FIGS.
3B-3D, in some embodiments, method 1200 is performed at
a computer system 301 (e.g., computer system 301-a, 301-5,
or 301-¢) in which respective components, such as a display
generation component, one or more cameras, one or more
input devices, and optionally one or more attitude sensors
are each either included in or in communication with com-
puter system 301.

[0508] Insome embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 1200 are, optionally, combined and/or
the order of some operations is, optionally, changed.

[0509] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112) and one or more integrated cameras. However, analo-
gous operations are, optionally, performed on a computer
system (e.g., as shown in FIG. 5A2) with a headset 5008 and
a separate input device 5010 with a touch-sensitive surface
in response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008. Similarly, analogous operations are, optionally, per-
formed on a computer system having one or more cameras
that are implemented separately (e.g., in a headset) from one
or more other components (e.g., an input device) of the
computer system; and in some such embodiments, “move-
ment of the computer system” corresponds to movement of
one or more cameras of the computer system, or movement
of one or more cameras in communication with the com-
puter system.

[0510] As described below, method 1200 relates to input
for placement of an insertion cursor (e.g., for indicating a
location in a simulated environment for placement of an
object). The same type of input can be used to insert the
object in the simulated environment (e.g., when the input is
received at a location that corresponds to a location of a
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displayed insertion cursor). Determining whether to display
an insertion cursor at a location of a focus selector or to
insert a first object at a location of a focus selector in
response to detecting input of a first type, depending on
whether the location of the focus selector corresponds a
location of a displayed insertion cursor, enables the perfor-
mance of multiple different types of operations with the first
type of input. Enabling the performance of multiple different
types of operations with the first type of input increases the
efficiency with which the user is able to perform these
operations, thereby enhancing the operability of the device,
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0511] The computer system (e.g., device 100, FIG. 5E1)
displays (1202) via the display generation component of the
first computer system, a simulated environment (e.g., a
virtual reality environment or an augmented reality envi-
ronment). For example, an augmented reality environment is
displayed on display 112 of device 100, as shown in FIG.
5E2.

[0512] While displaying the simulated environment, the
computer system detects (1204), via an input device (e.g.,
touch screen display 112 of device 100), a first input that is
directed to a respective location in the simulated environ-
ment. For example, in FIG. SE7, an input by a contact 5506
with touch screen display 112 is detected at a location that
does not correspond to a location of an insertion cursor (e.g.,
insertion cursor 5504). In FIG. SE9, an input by a contact
5510 with touch screen display 112 is detected at a location
that corresponds to a location of an insertion cursor (e.g.,
insertion cursor 5508).

[0513] In response to detecting the first input that is
directed to the respective location in the simulated environ-
ment (1206), in accordance with a determination that the
first input was of a first input type (e.g., a tap input detected
at a location in the simulated environment) and that the first
input was detected at a first location in the simulated
environment other than a current location of an insertion
cursor in the simulated environment (e.g., an input by a
contact 5506 at a location that does not correspond to a
current location of an insertion cursor 5504, as shown in
FIG. 5E7), the computer system displays the insertion cursor
at the first location (e.g., moving an existing insertion cursor
from a prior location to the first location, or displaying a new
insertion cursor at the first location if no insertion cursor was
displayed in the simulated environment prior to the first
input). For example, in response to the input by contact 5506
as shown in FIG. 5E7, insertion cursor 5504 is moved from
the location shown in FIG. 5E7 to the location where contact
5506 was received, as indicated by insertion cursor 5508 in
FIG. 5E8. In accordance with a determination that the first
input was of the first input type and that the first input was
detected at a second location in the simulated environment
that corresponds to the current location of the insertion
cursor (e.g., an input by a contact 5510 at a location that
corresponds to a current location of an insertion cursor 5508,
as shown in FIG. 5E9), the computer system inserts a first
object (e.g., virtual box 5512) at the second location and
moves the insertion cursor to a third location that is on the
first object (e.g., insertion cursor 5508 is moved to surface
5514 of virtual box 5512).

[0514] In some embodiments, the device repeatedly per-
forms (1208) the method 1200 over a plurality of successive
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iterations, wherein, in a first iteration of the successive
iterations, the first input is of the first type and is detected at
the first location in the simulated environment, and in
response the insertion cursor is displayed at the first loca-
tion; and, in a second iteration of the successive iterations,
the first input is of the first type and is detected at the second
location in the simulated environment that corresponds to
the current location of the insertion points, and in response
the first object is inserted at the second location and the
insertion cursor is moved to the third location that is on the
first object. Determining whether to display an insertion
cursor at a location of a focus selector or to insert a first
object at a location of a focus selector in response to
detecting input of a first type, depending on whether the
location of the focus selector corresponds a location of a
displayed insertion cursor, enables the performance of mul-
tiple different types of operations with the first type of input.
Enabling the performance of multiple different types of
operations with the first type of input increases the efficiency
with which the user is able to perform these operations,
thereby enhancing the operability of the device, which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0515] In some embodiments, the first object has (1210) a
plurality of non-adjacent sides, which are not adjacent to the
second location (e.g., each respective non-adjacent side of
the plurality of non-adjacent sides is not adjacent to the
second location) that corresponds to the current location of
the insertion cursor (e.g., the location of insertion cursor
5508 in FIG. SE9) and the third location on the first object
is on a respective non-adjacent side of the plurality of
non-adjacent sides that are not adjacent to the second
location (e.g., the third location is side 5514 of virtual object
5512 (as shown in FIG. 5E10), and side 5514 of virtual
object 5512 is not adjacent to the position of insertion cursor
5508). Moving the insertion cursor to a side of the first
object that is not adjacent to the location where the first
object was inserted improves the feedback provided to the
user (e.g., by changing the location of the input cursor to
make it visible to the user on a side of the first object), and
reduces the number of inputs needed (e.g., to insert a new
object at the third location). Reducing the number of inputs
needed to insert a new object enhances the operability of the
device, and makes the user-device interface more efficient
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0516] In some embodiments, in accordance with a deter-
mination that the current location of an insertion cursor is
located on a respective side of a preexisting object (1212),
the third location is on a first respective side of the first
object that is parallel to the respective side of the preexisting
object (e.g., if the cursor is on the top of the preexisting
object, then the cursor is moved to a top of the first object,
and if the cursor is on a front side of the preexisting object,
then the cursor is moved to the front side of the first object).
For example, in FIG. 5E11, an input by contact 5516 is
detected at a location that corresponds to insertion cursor
5508 while insertion cursor 5508 is located on top side 5514
of preexisting virtual box 5512. In FIG. 5E12, in response to
the input by contact 5516, new virtual box 5518 is displayed
and insertion cursor 5508 is moved to the top side 5520 of
new virtual box 5518. Top side 5520 of new virtual box 5518
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is parallel to top side 5514 of preexisting virtual box 5512.
Moving the insertion cursor to a side of the first object that
is parallel to a side of a preexisting object where the
insertion cursor was located improves the feedback provided
to the user (e.g., by placing the input cursor at a location that
will enable continued expansion of the preexisting object
along the same axis) and reduces the number of inputs
needed (e.g., to insert a new object at the third location).
Reducing the number of inputs needed to insert a new object
enhances the operability of the device and makes the user-
device interface more efficient which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0517] In some embodiments, (1214) the first location
(that is not the current location of an insertion cursor) is on
a first side of the preexisting object and the second location
(that corresponds to the current location of the insertion
cursor) is on a second side of the preexisting object that is
different from the first side of the preexisting object. For
example, while the insertion cursor 5508 is on a top side of
the preexisting object (e.g., virtual box 5518 in FIG. 5E17),
a selection input (e.g., by contact 5524) is detected on the
front side 5528 of the preexisting object 5518, in which case
a displayed focus indicator such as an insertion cursor 5508
is moved to the front side 5528 of the preexisting object
without adding a new object to the front side 5528 of the
preexisting object 5518 (as shown in FIG. SE18). Alterna-
tively, the selection input (e.g., by contact 5516) is detected
while an insertion cursor 5508 is on the top side of the
preexisting object (e.g., top side 5514 of virtual box 5512 in
FIG. 5E11), in which case the first object (e.g., virtual box
5518) is added to the top of the preexisting object (e.g.,
virtual box 5512) and a displayed focus indicator such as an
insertion cursor 5508 is moved to the top of the preexisting
object that now includes the first object (e.g., as shown in
FIG. 5E12). Displaying an insertion cursor at a first side of
a preexisting object (e.g., moving the insertion cursor from
a current location to the first side of the preexisting object)
or inserting a first object at a second side of the preexisting
object (e.g., when input is received while a focus selector is
at a location that corresponds to an insertion cursor that is at
the second side of the preexisting object) enables the per-
formance of multiple different types of operations with the
first type of input. Enabling the performance of multiple
different types of operations with the first type of input
increases the efficiency with which the user is able to
perform these operations, thereby enhancing the operability
of the device, which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0518] In some embodiments, the simulated environment
(e.g., as displayed by device 100 in FIG. SE3) is oriented
(1216) relative to a physical environment 5200 of the
computer system (e.g., the orientation of the simulated
environment relative to the physical environment is inde-
pendent of the orientation of the one or more attitude sensors
of the computer system) and inserting the first object (e.g.,
virtual box 5512) at the second location includes inserting
the first object in the simulated environment (e.g., a rendered
3D model) at a location (and, optionally, in an orientation)
in the simulated environment that is associated with a
respective location (and, optionally, an orientation) of a
respective physical reference object (e.g., physical reference
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mat 5208a) in the physical environment 5200 of the com-
puter system (e.g., the first object is anchored to a physical
reference object, such as a mat, and/or is associated with a
virtual object that is anchored to the physical reference
object). In some embodiments, the simulated environment
includes images (e.g., in the background, such as beyond the
first virtual user interface object) detected by one or more
cameras (e.g., video cameras that continuously provides a
live preview of at least a portion of the contents that are
within the field of view of the cameras and optionally
generates video outputs including one or more streams of
images frames capturing the contents within the field of
view of the cameras) of the computer system. In some
embodiments, the simulated environment includes a simu-
lated light source. In some embodiments, the simulated light
source causes a shadow (e.g., 5522, FIG. 5E10) to be cast by
the first object 5512 (and any other objects a displayed
virtual model). In some embodiments, the shadow moves in
response to a movement input detected by the input device
that moves the first object and/or changes a viewing per-
spective of the first object (e.g., as shown in FIGS. 5E12-
5E14). Inserting a first object in a simulated environment at
a location that is associated with a physical reference
improves the feedback provided to the user (e.g., by making
the computer system appear more responsive to user input),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0519] In some embodiments, in response to detecting the
first input that is directed to the respective location in the
simulated environment (1218), in accordance with a deter-
mination that the first input was of a second input type (e.g.,
the input includes an insertion command or selects a button
or menu item that adds an object) and the insertion cursor is
displayed at the second location in the simulated environ-
ment, the computer system inserts the first object at the
second location in the simulated environment and moves the
insertion cursor to the third location on the first object. For
example, as shown in FIGS. 5E23-5E24, an input by contact
5542 at a location that corresponds to new object control
5216 causes virtual box 5546 to be displayed at a location
that corresponds to insertion cursor 5526. The insertion
cursor 5526 is moved to top side 5548 of virtual box 5546.
In some embodiments, in response to detecting the first input
that is directed to the respective location in the simulated
environment, in accordance with a determination that the
first input was of the first input type (e.g., a tap input) and
that the first input was detected at the second location in the
simulated environment that corresponds to the current loca-
tion of the insertion cursor, a first object is inserted at the
second location. In accordance with a determination that the
first input was of a third input type (e.g., the input includes
selection of a respective surface of an object and movement
of the input), the object is adjusted in accordance with the
movement of the input (e.g., a size of the object is adjusted,
based on the movement of the input, along an axis that is
perpendicular to the selected side of the object and/or the
object is moved in a direction based on the movement of the
input). Inserting a first object in a simulated environment at
a second location where an insertion cursor is displayed
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improves the feedback provided to the user (e.g., by making
the computer system appear more responsive to user input),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0520] Insome embodiments, the computer system detects
(1220) a second input that includes selection of a second
respective side of the first object and movement of the
second input in two dimensions (e.g., movement of a contact
across a planar touch-sensitive surface, or movement of a
remote control that includes movement components in two
orthogonal dimensions of the three-dimensional physical
space around the remote control). For example, as indicated
in FIGS. 5E25-5E26, an input by contact 5550 selects side
5556 of virtual box 5546 and moves along a path indicated
by arrow 5554. In response to detecting the second input that
includes movement of the second input in two dimensions
(1222), in accordance with a determination that the second
input meets movement criteria, (e.g., has a duration that is
shorter than a long press duration and/or has a characteristic
intensity of a contact with a touch-sensitive surface that does
not increase above a resizing intensity threshold (e.g., a light
press threshold IT;, discussed above with regard to FIGS.
4D-4E), the computer system moves the first object within
a first plane that is parallel to the selected second respective
side of the first object in a first direction determined based
on the movement of the second input. For example, in FIGS.
5E25-5E26, the second input meets movement criteria, and
virtual box 5546 is moved within a plane indicated by
movement projections 5552. In accordance with a determi-
nation that the second input does not meet movement
criteria, the computer system forgoes moving the first object.
In some embodiments, the computer system detects a plu-
rality of inputs that include selection of a second respective
side of the first object and movement of the second input in
two dimensions, wherein the plurality of inputs includes at
least one input for which the second input meets movement
criteria, and at least one input for which the second input
does not meet movement criteria. In some embodiments, an
amount of movement of the first object is dependent upon
the magnitude of the movement of the second input. In some
embodiments, a direction of movement of the first object is
dependent upon the direction of the movement of the second
input (e.g., as described in greater detail herein with refer-
ence to method 900). Moving the object in response to input
that includes movement in two dimensions improves the
feedback provided to the user (e.g., by making the computer
system appear more responsive to user input), enhances the
operability of the device, and makes the user-device inter-
face more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0521] Insome embodiments, the computer system detects
(1224) a third input that includes selection of a third respec-
tive side of the first object and movement of the third input
in two dimensions. For example, in FIGS. 5E28-5E31, an
input by contact 5558 selects side 5556 of virtual box 5546

Feb. 28,2019

and moves along a path indicated by arrow 5562. In
response to detecting the third input that includes movement
of the third input in two dimensions (1226), in accordance
with a determination that the third input meets resize criteria,
(e.g., has a duration that increases above a long press
duration value and/or has a characteristic intensity of a
contact with a touch-sensitive surface that increases above a
resizing threshold (e.g., a light press threshold IT;) the
computer system adjusts, based on the movement of the
third input, a size of the first object along an axis that is
perpendicular to the selected third respective side of the first
object (e.g., the axis is normal to the surface of the selected
respective portion and is in contact with that surface). For
example, in FIGS. 5E28-5E31, the second input meets resize
criteria, and a size of virtual box 5546 is increased along an
axis indicated by resizing projections 5560. In accordance
with a determination that the third input does not meet resize
criteria, the computer system forgoes adjusting the size of
the first object. In some embodiments, the computer system
detects a plurality of inputs that include selection of a third
respective side of the first object and movement of the third
input in two dimensions, wherein the plurality of inputs
includes at least one input for which the third input meets
resize criteria, and at least one input for which the second
input does not meet resize criteria. In some embodiments, in
response to detecting the third input that includes movement
of the third input in two dimensions, in accordance with a
determination that the third input meets resize criteria, a
position of the first object is locked to an anchor point in the
simulated environment. In some embodiments, an amount of
adjustment of the size of the first object is dependent upon
the magnitude of the movement of the third input. In some
embodiments, a direction of adjustment of the size of the
first object is dependent upon the direction of the movement
of the third input (e.g., as described in greater detail herein
with reference to method 900). Adjusting a size of an object
in response to input that meets resize criteria and includes
movement in two dimensions improves the feedback pro-
vided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0522] Insome embodiments, the computer system detects
(1228) a fourth input that includes selection of a fourth
respective side of the first object and movement of the fourth
input in two dimensions. In response to detecting the fourth
input that includes movement of the second input in two
dimensions (1230), in accordance with a determination that
the contact meets resizing criteria (e.g., has a duration that
increases above a long press duration value and/or has a
characteristic intensity of a contact with a touch-sensitive
surface that increases above a resizing threshold (e.g., a light
press threshold IT;)) the computer system adjusts a size of
the first object based on the movement of the fourth input.
For example, in FIGS. 5E28-5E31, an input by contact 5558
that selects side 5556 of virtual box 5546 and moves along
a path indicated by arrow 5562 meets resize criteria, and a
size of virtual box 5546 is increased along an axis indicated
by resizing projections 5560. In accordance with a determi-
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nation that the contact does not meet resizing criteria, the
computer system moves the first object based on the move-
ment of the fourth input. For example, in FIGS. 5E25-5E26,
an input by contact 5550 that selects side 5556 of virtual box
5546 and moves along a path indicated by arrow 5554 meets
movement criteria, and virtual box 5546 is moved within a
plane indicated by movement projections 5552. In some
embodiments, the computer system detects a plurality of
inputs that include selection of a fourth respective side of the
first object and movement of the fourth input in two dimen-
sions, wherein the plurality of inputs includes at least one
input for which the contact meets movement criteria, and at
least one input for which the contact does not meet move-
ment criteria. Determining whether to adjust a size of an
object or move the object in response to detecting an input
by a contact on a touch sensitive surface, depending on
whether, prior to movement of the contact across the touch
sensitive surface, a characteristic intensity of the contact
increased above an intensity threshold before a predefined
delay time has elapsed, enables the performance of multiple
different types of operations with the first type of input.
Enabling the performance of multiple different types of
operations with input by a contact on a touch sensitive
surface increases the efficiency with which the user is able
to perform these operations, thereby enhancing the operabil-
ity of the device, which, additionally, reduces power usage
and improves battery life of the device by enabling the user
to use the device more quickly and efficiently.

[0523] Insome embodiments, adjusting the size of the first
object based on the movement of the fourth input includes
(1232) adjusting the size of the first object along an axis that
is perpendicular to the selected third respective side of the
first object. For example, in FIGS. 5E30-5E31, a size of
virtual box 5546 is adjusted along an axis, indicated by
resizing projections 5560, that is perpendicular to selected
side 5556 of virtual box 5546.

[0524] In some embodiments, moving the first object
based on the movement of the fourth input includes (1234)
moving the first object within a first plane that is parallel to
the selected second respective side of the first object in a first
direction determined based on the movement of the second
input. For example, as indicated in FIGS. 5E25-5E26, an
input virtual box 5546 is moved in a plane, indicated by
movement projections 5552, that is parallel to selected side
5556 of virtual box 5546.

[0525] In some embodiments, while the first object is
displayed, the computer system detects (1236) a fifth input
on a respective portion of the first object that does not
correspond to the third location that is on the first object. For
example, in FIGS. 5E11-5E12, a first object is displayed in
response to input (e.g., virtual box 5518 displayed in
response to input by contact 5516) and insertion cursor 5508
is moved to a third location (e.g., surface 5520 of virtual box
5518). In FIG. 5E17, an input by contact 5224 is detected at
a location that does not correspond to the third location (e.g.,
contact 5224 is detected at surface 5528 of virtual box
5518). In response to detecting the fifth input, the computer
system moves (1238) the insertion cursor from the third
location to a location that corresponds to the respective
portion of the first object. For example in FIG. 5E18, in
response to the input by contact 5224, the insertion cursor is
moved from surface 5520 of virtual box 5518 to surface
5528 of virtual box 5518). Moving an insertion cursor from
a current location on an object to a different location on the
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object in response to an input improves the feedback pro-
vided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0526] It should be understood that the particular order in
which the operations in FIGS. 12A-12D have been
described is merely an example and is not intended to
indicate that the described order is the only order in which
the operations could be performed. One of ordinary skill in
the art would recognize various ways to reorder the opera-
tions described herein. Additionally, it should be noted that
details of other processes described herein with respect to
other methods described herein (e.g., methods 600, 700,
800, 900, 1000, 1100, and 1300) are also applicable in an
analogous manner to method 1100 described above with
respect to FIGS. 12A-12D. For example, the contacts,
gestures, user interface objects, intensity thresholds, focus
indicators, and/or animations described above with refer-
ence to method 1200 optionally have one or more of the
characteristics of the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
tions described herein with reference to other methods
described herein (e.g., methods 600, 700, 800, 900, 1000,
1100, and 1300). For brevity, these details are not repeated
here.

[0527] FIGS. 13A-13E are flow diagrams illustrating
method 1300 for displaying an augmented reality environ-
ment in a stabilized mode of operation, in accordance with
some embodiments. Method 1300 is performed at a com-
puter system (e.g., portable multifunction device 100, FIG.
1A, device 300, FIG. 3A, or a multi-component computer
system including headset 5008 and input device 5010, FIG.
5A2) that includes (and/or is in communication with) a
display generation component (e.g., a display, a projector, a
heads-up display, or the like) and an input device (e.g., a
touch-sensitive surface, such as a touch-sensitive remote
control, or a touch-screen display that also serves as the
display generation component, a mouse, a joystick, a wand
controller, and/or cameras tracking the position of one or
more features of the user such as the user’s hands), option-
ally one or more cameras (e.g., video cameras that continu-
ously provide a live preview of at least a portion of the
contents that are within the field of view of the cameras and
optionally generate video outputs including one or more
streams of image frames capturing the contents within the
field of view of the cameras), optionally one or more attitude
sensors, optionally one or more sensors to detect intensities
of contacts with the touch-sensitive surface, and optionally
one or more tactile output generators. In some embodiments,
the input device (e.g., with a touch-sensitive surface) and the
display generation component are integrated into a touch-
sensitive display. As described above with respect to FIGS.
3B-3D, in some embodiments, method 1300 is performed at
a computer system 301 (e.g., computer system 301-a, 301-5,
or 301-¢) in which respective components, such as a display
generation component, one or more cameras, one or more
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input devices, and optionally one or more attitude sensors
are each either included in or in communication with com-
puter system 301.

[0528] Insome embodiments, the display generation com-
ponent is a touch-screen display and the input device (e.g.,
with a touch-sensitive surface) is on or integrated with the
display generation component. In some embodiments, the
display generation component is separate from the input
device (e.g., as shown in FIG. 4B and FIG. 5A2). Some
operations in method 1300 are, optionally, combined and/or
the order of some operations is, optionally, changed.
[0529] For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a computer system with a touch-sensitive
display system 112 (e.g., on device 100 with touch screen
112) and one or more integrated cameras. However, analo-
gous operations are, optionally, performed on a computer
system (e.g., as shown in FIG. 5A2) with a headset 5008 and
a separate input device 5010 with a touch-sensitive surface
in response to detecting the contacts on the touch-sensitive
surface of the input device 5010 while displaying the user
interfaces shown in the figures on the display of headset
5008. Similarly, analogous operations are, optionally, per-
formed on a computer system having one or more cameras
that are implemented separately (e.g., in a headset) from one
or more other components (e.g., an input device) of the
computer system; and in some such embodiments, “move-
ment of the computer system” corresponds to movement of
one or more cameras of the computer system, or movement
of one or more cameras in communication with the com-
puter system.

[0530] As described below, method 1300 relates to dis-
playing an augmented reality environment that includes a
virtual user interface object displayed concurrently with a
field of view of one or more cameras. Depending on whether
the augmented reality environment is displayed in a stabi-
lized mode or a non-stabilized mode, updating the displayed
augmented reality environment in response to detected
movement (due to a change in attitude of at least a portion
of' a computer system relative to its physical environment)
causes the displayed field of view of the one or more
cameras to change by different amounts. Displaying the
augmented reality environment in a stabilized mode or a
non-stabilized mode enables the performance of multiple
different types of operations (e.g., updating the displayed
field of view by different amounts depending on whether the
displayed view is locked to a portion of the field of view that
is centered around the virtual user interface object) with the
same detected movement. Enabling the performance of
multiple different types of operations in response to the
detected movement increases the efficiency with which the
user is able to perform these operations, thereby enhancing
the operability of the device, which, additionally, reduces
power usage and improves battery life of the device by
enabling the user to use the device more quickly and
efficiently.

[0531] The computer system (e.g., device 100, FIG. 5F2)
displays (1302) via the display generation component 112 of
the first computer system, an augmented reality environ-
ment. Displaying the augmented reality environment
includes concurrently displaying a representation of at least
a portion of a field of view of one or more cameras of the
computer system and a virtual user interface object 5604.
The representation of the field of view of the one or more
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cameras includes a physical object 5602. The representation
of the field of view of the one or more cameras is updated
as contents of the field of view of the one or more cameras
change (e.g., the representation is a live preview of at least
a portion of the field of view of the one or more cameras)
The virtual user interface object 5604 is displayed at a
respective location in the representation of the field of view
of the one or more cameras, wherein the respective location
of' the virtual user interface object 5604 in the representation
of'the field of view of the one or more cameras is determined
based on a fixed spatial relationship (e.g., size, orientation,
and/or position) between the virtual user interface object
5604 and the physical object 5602 included in the represen-
tation of the field of view of the one or more cameras (e.g.,
a virtual user interface object that appears to be attached to,
or cover, the physical object in the field of view of the one
or more cameras).

[0532] While displaying the augmented reality environ-
ment, the computer system detects (1304), via one or more
attitude sensors of the computer system, a first change in
attitude (e.g., orientation and/or position) of at least a portion
of the computer system (e.g., a change in attitude of a
component of the computer system such as a component of
the computer system that includes one or more cameras used
to generate the representation of the physical environment)
relative to a physical environment of the computer system.
For example, FIGS. 5F3q-5F4a illustrate movement of
device 100 in a non-stabilized mode of operation and FIGS.
5F8a-510a, 5F12a-5F13a, and 5F 16a-5F 17a illustrate
movement of device 100 in a stabilized mode of operation.

[0533] In response to detecting the first change in attitude
of'the portion of the computer system relative to the physical
environment of the computer system, the computer system
updates (1306) the augmented reality environment in accor-
dance with the first change in attitude of the portion of the
computer system. In accordance with a determination that
the augmented reality environment is displayed in a non-
stabilized mode of operation, updating the augmented reality
environment in accordance with the first change in attitude
of the portion of the computer system includes updating the
representation of the portion of the field of view of the one
or more cameras by a first amount of adjustment that is
based on the first change in attitude of the portion of the
computer system relative to the physical environment of the
computer system (e.g., as shown in FIGS. 5F354-5F45) and
updating the respective location of the virtual user interface
object 5604 to a location that is selected so as to maintain the
fixed spatial relationship (e.g., size, orientation, and/or posi-
tion) between the virtual user interface object 5604 and the
physical object 5602 included in the representation of the
field of view of the one or more cameras. In accordance with
a determination that the augmented reality environment is
displayed in a stabilized mode of operation, updating the
augmented reality environment in accordance with the first
change in attitude of the portion of the computer system
includes: updating the representation of the portion of the
field of view of the one or more cameras by a second amount
of adjustment that is based on the first change in attitude of
the portion of the computer system relative to the physical
environment of the computer system and that is less than the
first amount of adjustment (e.g., the displayed view is locked
to the sub-portion of the field of view that is centered around
the first virtual user interface object) and updating the
respective location of the virtual user interface object 5604



US 2019/0065027 Al

to a location that is selected so as to maintain the fixed
spatial relationship (e.g., size, orientation, and/or position)
between the virtual user interface object 5604 and the
physical object 5602 included in the representation of the
field of view of the one or more cameras. For example, in
FIGS. 5F 165-5F 175 the representation of the portion of the
field of view of the one or more cameras is updated by an
amount that is less than the amount of adjustment that is less
than the amount of adjustment that occurs in FIGS. SF35-
5F4b. In some embodiments, the computer system repeat-
edly performs the method 1300 over a plurality of succes-
sive iterations, wherein, in a first iteration of the successive
iterations, the augmented reality environment is displayed in
a non-stabilized mode of operation, and, in a second itera-
tion of the successive iterations, the augmented reality
environment is displayed in a stabilized mode of operation.

[0534] In some embodiments, when the augmented reality
environment was displayed in the non-stabilized mode of
operation when the first change in attitude of the portion of
the computer system (e.g., a change in attitude of a com-
ponent of the computer system such as a component of the
computer system that includes one or more cameras used to
generate the representation of the physical environment) was
detected (1308), after updating the augmented reality envi-
ronment in accordance with the first change in attitude of the
portion of the computer system, the computer system
receives (1308-a) a request to stabilize the virtual user
interface object on the display (e.g., an input at a stabiliza-
tion control 5616). In response to the request to stabilize the
virtual user interface object on the display, the computer
system enters (1308-b) a stabilized mode of operation for the
augmented reality environment. While in the stabilized
mode of operation for the augmented reality environment,
the computer system (1308-¢) detects, via the one or more
orientation sensors, a second change in attitude (e.g., orien-
tation and/or position) of the portion of the computer system
relative to the physical environment (e.g., as illustrated at
FIGS. 5F164-5F17a) and, in response to detecting the
second change in attitude of the portion of the computer
system (e.g., a change in attitude of a component of the
computer system such as a component of the computer
system that includes one or more cameras used to generate
the representation of the physical environment) relative to
the physical environment, the computer system updates the
augmented reality environment in accordance with the sec-
ond change in attitude of the portion of the computer system,
including: updating the representation of the portion of the
field of view of the one or more cameras by less than an
amount of the second change in attitude of the portion of the
computer system (or a component of the computer system
such as a component of the computer system that includes
one or more cameras used to generate the representation of
the physical environment) relative to the physical environ-
ment and updating the virtual user interface object 5604 to
a location selected so as to maintain the fixed spatial
relationship (e.g., size, orientation, and/or position) between
the virtual user interface object 5604 and the representation
of the physical object 5602 included in the field of view of
the one or more cameras. For example, in FIGS. 5F 1654-
5F17b the representation of the portion of the field of view
of the one or more cameras is updated by an amount that is
less than the amount of adjustment that is less than the
amount of adjustment that occurs in FIGS. 5F35-5F45b.
Entering a stabilized mode of operation for the augmented
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reality environment in response to a request to stabilize the
virtual user interface object on the display improves the
displayed augmented reality environment (e.g., by allowing
the user to view the virtual user interface object regardless
of data available from the one or more cameras), enhances
the operability of the device, and makes the user-device
interface more efficient (e.g., by helping the user to achieve
an intended outcome with the required inputs and reducing
user mistakes when operating/interacting with the device)
which, additionally, reduces power usage and improves
battery life of the device by enabling the user to use the
device more quickly and efficiently.

[0535] In some embodiments, the computer system
includes an input device and the request to stabilize the
virtual user interface object on the display includes (1310)
an input, received via the input device, for zooming at least
a portion of the augmented reality environment (e.g., a
depinch-to-zoom input by contacts 5606 and 5608 as illus-
trated at FIG. SF65-5F75). In some embodiments, input for
zooming is, e.g., a pinch, double tap, or selection/manipu-
lation of a zoom affordance. In some embodiments, in
response to receiving the input for zooming at least a portion
of the augmented reality environment, the device zooms the
augmented reality environment (e.g. as shown in FIGS.
5F65-5F7b, the size of virtual user interface object 5604 in
the augmented reality environment is increased in response
to the depinch-to-zoom input). In some embodiments, the
zooming is a predetermined amount of zooming or zooming
to a predetermined zoom level. In some embodiments, a
magnitude of the zooming is based on a magnitude of the
input (e.g., an amount of movement of two contacts apart
from each other or an amount of movement of a contact on
a zoom control). Entering a stabilized mode of operation for
the augmented reality environment in response to a zoom
input enables the stabilization mode without requiring fur-
ther user input. Entering a stabilization mode without requir-
ing further user input enhances the operability of the device,
and makes the user-device interface more efficient, which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0536] Insome embodiments, in response to the request to
stabilize the virtual user interface object on the display,
wherein the request to stabilize the virtual user interface
object on the display includes the input for zooming the
portion of the displayed augmented reality environment, the
computer system re-renders (1312) the virtual user interface
object (e.g., from a lower resolution to a higher resolution)
in accordance with the magnitude of the input for zooming
the portion of the displayed augmented reality environment
(e.g., without re-rendering the representation of the portion
of the field of view of the one or more cameras.) For
example, in FIG. SF75, virtual object 5604 is re-rendered in
response to the depinch-to-zoom input received in SF6b-
5F7b. In some embodiments, in response to the request to
stabilize the virtual user interface object on the display,
wherein the request to stabilize the virtual user interface
object on the display includes the input for zooming the
displayed augmented reality environment, the field of view
of the one or more cameras remains the same. In some
embodiments, camera zoom of the one or more cameras is
activated and the field of view of the one or more cameras
is zoomed while the virtual user interface object is zoomed.
Re-rendering the virtual user interface object in accordance
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with the magnitude of the zoom input improves the feedback
provided to the user (e.g., by making the computer system
appear more responsive to user input), enhances the oper-
ability of the device, and makes the user-device interface
more efficient (e.g., by helping the user to achieve an
intended outcome with the required inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0537] In some embodiments, the physical object 5602 is
replaced by (1314) the virtual user interface object 5604 in
the displayed augmented reality environment (e.g., the dis-
played view is locked to the sub-portion of the field of view
that is centered around the first virtual user interface object).
Replacing the physical object with a virtual user interface
object in the displayed augmented reality environment
increases the range of options for providing visual informa-
tion to the user about the physical object (e.g., by providing
additional or enhanced visual information in the virtual user
interface object not available from the physical object) and
makes the user-device interface more efficient (e.g., by
providing additional information in connection with the
physical object without needing to separately display the
additional information and a camera view of the physical
object) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0538] Insome embodiments, the computer system detects
(1316) a first respective change in attitude of the portion of
the computer system relative to the physical environment of
the computer system while the augmented reality environ-
ment is displayed in the stabilized mode of operation (e.g.,
device 100 is moved as illustrated at FIG. 5F8a-5F 10q). In
response to detecting the first respective change in attitude
of'the portion of the computer system relative to the physical
environment of the computer system while the augmented
reality environment is displayed in the stabilized mode of
operation, the computer system updates (1318) the aug-
mented reality environment in accordance with the respec-
tive change in attitude of the portion of the computer system,
including, in accordance with a determination that the
updated respective location of the virtual user interface
object 5604 extends beyond the field of view of the one or
more cameras, (continuing to display the virtual user inter-
face object locked to the sub-portion of the field of view that
is centered around the virtual user interface object, and)
updating the representation of the portion of the field of view
of the one or more cameras includes displaying a place-
holder image 5614 (e.g., a blank space or a rendered image)
at a respective location in the augmented reality environ-
ment that corresponds to the portion of the virtual user
interface object that extends beyond the field of view of the
one or more cameras (e.g., to fill in the background beyond
the virtual user interface object where the live camera image
is no longer available). For example, when virtual user
interface object 5604 would extend beyond the field of view
of the one or more cameras, the augmented reality environ-
ment including virtual user interface object 5604 is zoomed
out such that virtual user interface object 5604 is fully
displayed. When the augmented reality environment is
zoomed out, a live camera image is no longer available for
a portion of the background beyond the virtual user interface
object. In some embodiments, updating the augmented real-
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ity environment in accordance with the first respective
change in attitude of the portion of the computer system in
response to detecting the first respective change in attitude
of'the portion of the computer system relative to the physical
environment of the computer system includes determining
whether the updated respective location of the virtual user
interface object 5604 extends beyond the field of view of the
one or more cameras. Displaying a placeholder image in the
augmented reality environment at a location that corre-
sponds to a portion of the virtual user interface object that
extends beyond a camera view improves the feedback
provided to the user (e.g., by providing a visual cue to the
user to help the user understand that the portion of the virtual
user interface object extends beyond the camera view),
enhances the operability of the device, and makes the
user-device interface more efficient (e.g., by helping the user
to achieve an intended outcome with the required inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0539] Insome embodiments, the computer system detects
(1320) a second respective change in attitude of the portion
of the computer system relative to the physical environment
of the computer system while the augmented reality envi-
ronment is displayed in the stabilized mode of operation
(e.g., device 100 is moved as illustrated at FIGS. 5F8a-5F9a
or as illustrated at FIGS. 5F 164-5F 17a). In response to
detecting the second respective change in attitude of the
portion of the computer system relative to the physical
environment of the computer system while the augmented
reality environment is displayed in the stabilized mode of
operation, the computer system updates (1322) the aug-
mented reality environment in accordance with the respec-
tive change in attitude of the portion of the computer system,
including, in accordance with a determination that the
updated respective location of the virtual user interface
object 5604 extends beyond the field of view of the one or
more cameras, ceasing to display at least a portion of the
virtual user interface object 5604 (e.g., while continuing to
display the virtual user interface object 5604 locked to the
sub-portion of the field of view that is centered around the
virtual user interface object). For example, in FIG. 5F96 and
in FIG. 5F175, the virtual user interface object 5604 extends
beyond the field of view of the one or more cameras and a
portion of the virtual user interface object 5604 is not
displayed. In some embodiments, updating the augmented
reality environment in accordance with the second respec-
tive change in attitude of the portion of the computer system
in response to detecting the second respective change in
attitude of the portion of the computer system relative to the
physical environment of the computer system includes
determining whether the updated respective location of the
virtual user interface object extends beyond the field of view
of the one or more cameras. In some embodiments, in
accordance with a determination that the respective change
in attitude of the portion of the computer system relative to
the physical environment would cause the virtual user
interface object to move to a location that is beyond the field
of view of the one or more cameras, a constrained stabili-
zation mode is activated in which the virtual user interface
object is constrained to a location that corresponds to the
field of view of the one or more cameras. In some embodi-
ments, a third change in attitude of at least a portion of the
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computer system relative to the physical environment is
detected while the virtual user interface object is constrained
to the location that corresponds to the field of view of the one
or more cameras. In response to the third change in attitude
of'the portion of the computer system relative to the physical
environment, in accordance with a determination that the
third change in attitude of the portion of the computer
system relative to the physical environment would cause the
virtual user interface object to move to a location that is not
beyond the field of view of the one or more cameras, the
constrained stabilization mode ends. Ceasing to display at
least a portion of the virtual user interface object portion of
the virtual user interface object (e.g., a portion of the virtual
user interface object that extends beyond a camera view)
improves the feedback provided to the user (e.g., by pro-
viding a visual cue to the user to help the user understand
that the portion of the virtual user interface object extends
beyond the camera view), enhances the operability of the
device, and makes the user-device interface more efficient
(e.g., by helping the user to achieve an intended outcome
with the required inputs and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0540] In some embodiments, in response to detecting the
respective change in attitude of the portion of the computer
system relative to the physical environment of the computer
system while the augmented reality environment is dis-
played in the stabilized mode of operation (e.g., detecting
movement of device 100 as illustrated at FIGS. 5F8a-5F9a),
updating the augmented reality environment in accordance
with the respective change in attitude of the portion of the
computer system includes (1324), in accordance with a
determination that the updated respective location of the
virtual user interface object 5604 extends beyond the field of
view of the one or more cameras, zooming the displayed
augmented reality environment to increase a portion of the
displayed virtual user interface object (e.g., as illustrated at
FIGS. 5F95-5F 104), and in accordance with a determina-
tion that the updated respective location of the virtual user
interface object does not extend beyond the field of view of
the one or more cameras, moving the virtual user interface
object without zooming the displayed augmented reality
environment. In some embodiments, the computer system
detects a plurality of changes in attitude of the portion of the
computer system relative to the physical environment of the
computer system while the augmented reality environment
is displayed in the stabilized mode of operation, wherein the
plurality of changes in attitude includes at least one change
in attitude in response to which the updated respective
location of the virtual user interface object extends beyond
the field of view of the one or more cameras, and at least one
change in attitude in response to which the updated respec-
tive location of the virtual user interface object does not
extend beyond the field of view of the one or more cameras.
Zooming the displayed augmented reality environment to
increase a portion of the displayed virtual user interface
object in the stabilized mode when movement of the com-
puter system would cause the virtual user interface object to
extend beyond the camera view improves the feedback
provided to the user (e.g., by allowing the user to continue
to view the full virtual user interface object regardless of
movement of the device), enhances the operability of the
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device, and makes the user-device interface more efficient
(e.g., by helping the user to achieve an intended outcome
with the required inputs and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0541] It should be understood that the particular order in
which the operations in FIGS. 13A-13E have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 900, 1000,
1100, and 1200) are also applicable in an analogous manner
to method 1100 described above with respect to FIGS.
13A-13E. For example, the contacts, gestures, user interface
objects, focus indicators, and/or animations described above
with reference to method 1300 optionally have one or more
of the characteristics of the contacts, gestures, user interface
objects, intensity thresholds, focus indicators, and/or anima-
tions described herein with reference to other methods
described herein (e.g., methods 600, 700, 800, 900, 1000,
1100, and 1200). For brevity, these details are not repeated
here.

[0542] The operations described above with reference to
FIGS. 6A-6D, 7A-7C, 8A-8C, 9A-9E, 10A-10E, 11A-11C,
12A-12D, and 13A-13E are, optionally, implemented by
components depicted in FIGS. 1A-1B. For example, display
operations 602, 702, 802, 808, 902, 1002, 1014, 1102, 1202,
1206, and 1302; detection operations 606, 706, 806, 904,
1004, 1008, 1012, 1106, 1204, and 1304; detection and
adjusting operations 608, adjusting and applying operations
708; adjusting operations 906; changing operation 1006;
performing operation 1010; transitioning operation 1014;
updating operations 1108 and 1306; and display and insert-
ing operation 1206; are, optionally, implemented by event
sorter 170, event recognizer 180, and event handler 190.
Event monitor 171 in event sorter 170 detects a contact on
touch-sensitive display 112, and event dispatcher module
174 delivers the event information to application 136-1. A
respective event recognizer 180 of application 136-1 com-
pares the event information to respective event definitions
186, and determines whether a first contact at a first location
on the touch-sensitive surface (or whether rotation of the
device) corresponds to a predefined event or sub-event, such
as selection of an object on a user interface, or rotation of the
device from one orientation to another. When a respective
predefined event or sub-event is detected, event recognizer
180 activates an event handler 190 associated with the
detection of the event or sub-event. Event handler 190
optionally uses or calls data updater 176 or object updater
177 to update the application internal state 192. In some
embodiments, event handler 190 accesses a respective GUI
updater 178 to update what is displayed by the application.
Similarly, it would be clear to a person having ordinary skill
in the art how other processes can be implemented based on
the components depicted in FIGS. 1A-1B.

[0543] The foregoing description, for purpose of explana-
tion, has been described with reference to specific embodi-
ments. However, the illustrative discussions above are not
intended to be exhaustive or to limit the invention to the
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precise forms disclosed. Many modifications and variations
are possible in view of the above teachings. The embodi-
ments were chosen and described in order to best explain the
principles of the invention and its practical applications, to
thereby enable others skilled in the art to best use the
invention and various described embodiments with various
modifications as are suited to the particular use contem-
plated.

What is claimed is:

1. A method, comprising:

at a computer system having a display generation com-

ponent, one or more cameras, and an input device:

displaying, via the display generation component, an
augmented reality environment, wherein displaying
the augmented reality environment includes concur-
rently displaying:

a representation of at least a portion of a field of view
of the one or more cameras that includes a respec-
tive physical object, wherein the representation is
updated as contents of the field of view of the one
or more cameras change; and

a respective virtual user interface object at a respec-
tive location in the representation of the field of
view of the one or more cameras, wherein the
respective virtual user interface object has a loca-
tion that is determined based on the respective
physical object in the field of view of the one or
more cameras;

while displaying the augmented reality environment,
detecting an input at a location that corresponds to
the respective virtual user interface object; and
while continuing to detect the input:

detecting movement of the input relative to the
respective physical object in the field of view of
the one or more cameras; and

in response to detecting the movement of the input
relative to the respective physical object in the
field of view of the one or more cameras, adjusting
an appearance of the respective virtual user inter-
face object in accordance with a magnitude of
movement of the input relative to the respective
physical object.

2. The method of claim 1, wherein adjusting the appear-
ance of the respective virtual user interface object in accor-
dance with the magnitude of movement of the input relative
to the respective physical object includes:

in accordance with a determination that the magnitude of

movement of the input relative to the respective physi-
cal object is a first magnitude, adjusting the appearance
of the respective virtual user interface object by a first
adjustment; and

in accordance with a determination that the magnitude of

movement of the input relative to the respective physi-
cal object is a second magnitude distinct from the first
magnitude, adjusting the appearance of the respective
virtual user interface object by a second adjustment
distinct from the first adjustment.

3. The method of claim 1, wherein the respective virtual
user interface object is anchored, before and after the
adjusting, to the respective physical object in the field of
view of the one or more cameras.

4. The method of claim 1, wherein the appearance of the
respective virtual user interface object is adjusted in
response to detecting the movement of the input relative to
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the respective physical object in the field of view of the one
or more cameras without regard to whether the movement of
the input is due to:

movement of the input on the input device,

movement of the one or more cameras relative to the

respective physical object, or

a combination of the movement of the input on the input

device and the movement of the one or more cameras
relative to the respective physical object.

5. The method of claim 1, wherein the movement of the
input relative to the respective physical object is based on:

movement of the field of view of the one or more cameras

relative to the respective physical object; and
movement of the input on the input device.

6. The method of claim 1, wherein the movement of the
input relative to the respective physical object is based on
movement of the input on the input device, and the method
includes:

after adjusting the appearance of the respective virtual

user interface object in accordance with the magnitude

of movement of the input relative to the respective

physical object:

detecting movement of the field of view of the one or
more cameras relative to the respective physical
object; and

in response to detecting the movement of the field of
view of the one or more cameras relative to the
respective physical object, continuing to adjust the
appearance of the respective virtual user interface
object in accordance with a magnitude of movement
of the field of view of the one or more cameras
relative to the respective physical object.

7. The method of claim 1, wherein the movement of the
input relative to the respective physical object is based on
movement of the field of view of the one or more cameras
relative to the respective physical object, and the method
includes:

after adjusting the appearance of the respective virtual

user interface object in accordance with the magnitude

of movement of the input relative to the respective

physical object:

detecting movement of the input on the input device;
and

in response to detecting the movement of the input on
the input device, continuing to adjust the appearance
of the respective virtual user interface object in
accordance with a magnitude of movement of the
input on the input device.

8. The method of claim 1, wherein:

detecting the input at the location that corresponds to the

respective virtual user interface object includes detect-
ing the input at a first contact point on the respective
virtual user interface object; and

the computer system updates the display of the respective

virtual user interface object so as to maintain display of
the first contact point on the respective virtual user
interface object at a location that corresponds to a
location of the input.

9. The method of claim 1, wherein:

movement of the input relative to the respective physical

object includes movement of the computer system; and

a determination of movement of the computer system is

derived from image analysis that indicates one or more
reference points within the field of view of the one or
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more cameras have changed between successive
images captured by the one or more cameras.

10. The method of claim 1, wherein adjusting the appear-
ance of the respective virtual user interface object includes
moving at least a portion of the respective virtual user
interface object, wherein movement of the respective virtual
user interface object is based on a physical shape of the
respective physical object.

11. The method of claim 1, wherein adjusting the appear-
ance of the respective virtual user interface object includes
moving at least a portion of the respective virtual user
interface object, wherein movement of the respective virtual
user interface object is based on concurrent movement of
one or more touch inputs and movement of the computer
system.

12. The method of claim 1, wherein adjusting the appear-
ance of the respective virtual user interface object includes
moving at least a portion of the respective virtual user
interface object beyond a maximum limit of a resting state
of the respective virtual user interface object, and the
method includes:

while continuing to detect the input, displaying the

respective virtual user interface object at a location
beyond the maximum limit of the resting state of the
respective virtual user interface object, in accordance
with the magnitude of movement of the input relative
to the respective physical object;

ceasing to detect the input; and

in response to ceasing to detect the input, displaying the

respective virtual user interface object at a location
corresponding to the maximum limit of the resting state
of the respective virtual user interface object.

13. The method of claim 1, wherein the displayed aug-
mented reality environment includes:

one or more virtual objects that do not correspond to

physical objects in the field of view of the one or more
cameras;

one or more physical objects that are in the field of view

of the one or more cameras; and

one or more 3D virtual models of the one or more physical

objects that are in the field of view of the one or more
cameras that replace at least a portion of the corre-
sponding one or more physical objects.

14. The method of claim 1, wherein the respective physi-
cal object is a 3D marker that is recognizable from different
angles and the respective virtual user interface object is a 3D
virtual model that is overlaid on the respective physical
object based on a camera angle of the one or more cameras.

15. A computer system, comprising:

a display generation component;

one or more cameras;

an input device;

one or more processors; and

memory storing one or more programs, wherein the one

or more programs are configured to be executed by the

one or more processors, the one or more programs

including instructions for:

displaying, via the display generation component, an
augmented reality environment, wherein displaying
the augmented reality environment includes concur-
rently displaying:
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a representation of at least a portion of a field of view
of the one or more cameras that includes a respec-
tive physical object, wherein the representation is
updated as contents of the field of view of the one
or more cameras change; and

a respective virtual user interface object at a respec-
tive location in the representation of the field of
view of the one or more cameras, wherein the
respective virtual user interface object has a loca-
tion that is determined based on the respective
physical object in the field of view of the one or
more cameras;

while displaying the augmented reality environment,
detecting an input at a location that corresponds to
the respective virtual user interface object; and

while continuing to detect the input:

detecting movement of the input relative to the
respective physical object in the field of view of
the one or more cameras; and

in response to detecting the movement of the input
relative to the respective physical object in the
field of view of the one or more cameras, adjusting
an appearance of the respective virtual user inter-
face object in accordance with a magnitude of
movement of the input relative to the respective
physical object.

16. A computer readable storage medium storing one or
more programs, the one or more programs comprising
instructions, which, when executed by a computer system
with a display generation component, one or more cameras,
and an input device, cause the computer system to:

display, via the display generation component, an aug-

mented reality environment, wherein displaying the
augmented reality environment includes concurrently
displaying:

a representation of at least a portion of a field of view
of the one or more cameras that includes a respective
physical object, wherein the representation is
updated as contents of the field of view of the one or
more cameras change; and

a respective virtual user interface object at a respective
location in the representation of the field of view of
the one or more cameras, wherein the respective
virtual user interface object has a location that is
determined based on the respective physical object in
the field of view of the one or more cameras;

while displaying the augmented reality environment,

detect an input at a location that corresponds to the
respective virtual user interface object; and

while continuing to detect the input:

detect movement of the input relative to the respective
physical object in the field of view of the one or more
cameras; and

in response to detecting the movement of the input
relative to the respective physical object in the field
of view of the one or more cameras, adjust an
appearance of the respective virtual user interface
object in accordance with a magnitude of movement
of the input relative to the respective physical object.
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